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Overview 

In summer 2015, roughly six years after the Great Recession of 2007-2009 ended, the American 
media began reporting on an emerging teacher shortage. Public schools were reinstating programs and 
classes that they had cut during the recession, and student enrollment was increasing. Meanwhile, 
enrollment in teacher training programs was decreasing. Teacher shortages are especially problematic 
for schools serving mainly students from low-income families and communities of color. 

Teach For America (TFA), founded in 1989, has grown to become one of the largest providers of 
educators in the country for high-needs, underresourced schools. TFA recruits high-performing col-
lege graduates and professionals and prepares them for teaching during five to seven weeks of inten-
sive training at its regional and national summer “institutes” before their first teaching job. In 2015, 
TFA was awarded a Supporting Effective Educator Development (SEED) grant from the U.S. De-
partment of Education to redesign its summer training for new teachers, or “corps members” (CMs). 
In summer 2016, TFA piloted a redesigned training model, developed specifically for adult learners, 
that incorporated more rigorous academic standards and training methods and practices with an eye 
toward college and career readiness. The new model differed substantially from TFA’s traditional 
training, most notably in the method of delivering training to CMs and the use of content-based in-
structional activities. 

This report presents the findings from a study that examined how the redesigned training was imple-
mented in a TFA training site (program group) and how it compared with the usual training at other 
TFA sites (comparison group). It also examined the promise of the redesigned training to improve the 
short-term outcomes of the first cohort of TFA teachers to receive it — that is, CMs’ use of the new 
instructional strategies and teaching practices, their perceptions of the value of the training, their com-
mitment to teaching and to equity, and their retention rates in the TFA program. Not surprisingly, 
given the complexity of the new training, TFA encountered a number of implementation challenges:  

• It was more difficult to implement the redesigned training than anticipated, as it involved prepar-
ing TFA summer staff, in less than one year, to use radically different methods from those of 
TFA’s traditional training to teach corps members.  

• Lead instructors in the program group did not consistently or deliberatively model the new teach-
ing strategies and practices, and as a result, no differences were found between CMs in the pro-
gram group and the comparison group in their use of these new strategies and practices. 

• CMs in the program group did not have more positive perceptions of the value of their summer 
training than did those in the comparison group.  

• The redesigned training does not appear to have improved CMs’ commitment to teaching and 
educational equity, or to have improved their retention rates in the TFA program.  

Although the hoped-for outcomes did not materialize, the first cohort of CMs who received the rede-
signed training performed no better or worse than CMs who received TFA’s usual training. The les-
sons from this study have helped TFA address the challenges that were encountered during imple-
mentation and to strengthen the redesigned training model. TFA has now revamped the model and in 
summer 2017 began to scale it up at their national institutes.
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Executive Summary 

In summer 2015, roughly six years after the Great Recession of 2007-2009 ended, the American 
media began reporting on an emerging teacher shortage. Public schools were reinstating programs 
and classes that they had cut during the recession, and student enrollment was increasing after 
years of little or no growth. Meanwhile, enrollment in teacher training programs was decreasing, 
giving rise to concerns about an impending teacher shortage.1 Teacher shortages are especially 
problematic for schools serving mainly students from low-income families and communities of 
color. These schools are generally underresourced and usually have the highest attrition rates and 
the most vacancies for teachers.2 

Founded in 1989, Teach For America (TFA) has grown to become one of the largest 
providers of educators in the country for high-needs schools. Since its inception, TFA has trained 
over 50,000 teachers, also known as corps members (CMs), who are placed in high-needs schools 
to fill vacancies. CMs commit to teach in underresourced schools for at least two years. The ma-
jority of CMs have never taught and have no background in education; however, they receive 
intensive training during the summer before beginning to teach, at what is familiarly known as an 
“institute,” that includes teaching summer school students. Several studies, including three large 
randomized controlled trials (RCTs), have found that TFA teachers are either more effective than 
or as effective as the non-TFA teachers with whom they were compared.3 

Nonetheless, similar to many novice teachers, CMs face many challenges as they enter 
the classroom for the first time, and the institute is where TFA can have the biggest impact on 
how well CMs are prepared to teach effectively and to have positive effects on their students. One 
of TFA’s core values is to learn continuously.4 In this spirit, TFA applied for — and was awarded 
— a Supporting Effective Educator Development (SEED) grant from the U.S. Department of 
Education to redesign the way it trains CMs before their first year of teaching by enhancing the 
rigor and the relevance of the institute training. This new approach was piloted at one of TFA’s 
institutes in summer 2016. 

                                                 
1Leib Sutcher, Linda Darling-Hammond, and Desiree Carver-Thomas, A Coming Crisis in Teaching? 

Teacher Supply, Demand, and Shortages in the U.S. (Palo Alto, CA: Learning Policy Institute, 2016). 
2Frank Adamson and Linda Darling-Hammond, Addressing the Inequitable Distribution of Teachers: What 

It Will Take to Get Qualified, Effective Teachers in All Communities (Stanford, CA: Stanford Center for Oppor-
tunity Policy in Education, 2011). 

3Paul T. Decker, Daniel P. Mayer, and Steven Glazerman, The Effects of Teach For America on Stu-
dents: Findings from a National Evaluation (Princeton, NJ: Mathematica Policy Research, 2004); 
Melissa Clark, Hanley S. Chiang, Tim Silva, Sheena McConnell, Kathy Sonnenfeld, Anastasia Erbe, and 
Michael Puma, The Effectiveness of Secondary Math Teachers from Teach For America and the Teaching 
Fellows Programs (Washington, DC: National Center for Education Evaluation and Regional Assistance, 
Institute of Education Sciences, U.S. Department of Education, 2013); Melissa Clark, Eric Isenberg, Al-
bert Liu, Libby Makowsky, and Marykate Zukiewicz, Impacts of the Teach For America Investing in In-
novation Scale-Up (Princeton, NJ: Mathematica Policy Research, 2017). 

4Teach For America, “Our Values,” accessed October 16, 2018, website: www.teachforamerica.org. 
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This report presents the findings from an independent, quasi-experimental evaluation that 
examined TFA’s efforts to implement its new training model and its effect on CMs’ perceptions 
of the value of the training, their commitment to teaching and equity, their use of instructional 
strategies aligned with college- and career-ready standards,5 their use of teaching practices that 
were part of the redesign, and their retention in the TFA program. MDRC — a nonprofit, non-
partisan education and social policy research organization — conducted the evaluation. The study 
found that the implementation of the redesigned summer training was a complex undertaking and 
more difficult to accomplish than anticipated, especially given that TFA had less than one year to 
prepare. (The pilot began 10 months after TFA was awarded the SEED grant.) It required prepar-
ing staff to train CMs in the use of methods that were radically different from TFA’s traditional 
training, as well as restructuring the training process at the pilot institute. Some of the TFA staff 
who trained CMs were not sufficiently trained themselves for their role and reported that they felt 
inadequately prepared to support CMs during training at the institute. Moreover, they reported 
that the restructuring of the training process at the pilot institute did not take into account the 
additional time needed for staff to collaborate in order to align their curricula and goals. Not sur-
prisingly, given these implementation challenges, the redesigned training does not appear to have 
had an effect on any of the outcomes that were examined (listed above). Although the hoped-for 
outcomes did not materialize, the outcomes of the first cohort of teachers to experience the rede-
signed training were not affected adversely. Moreover, lessons from the first year of implement-
ing the redesigned training were invaluable for helping TFA strengthen the new model, which 
was scaled up to all TFA institutes beginning in summer 2017. 

Teach For America’s Redesigned Summer Training Model 
Once they are selected, CMs are assigned to one of over 50 TFA regions throughout the United 
States.6 CMs then look for teaching positions within their assigned regions.7 In the summer before 
their first year of teaching, CMs receive five to seven weeks of intensive training from TFA, and 
as part of that training they have the opportunity to teach summer school students.8 The training 
takes place at regional and national institutes and is typically led by TFA alumni, or “lead instruc-
tors,” many of whom teach in schools during the academic year. The regional institutes host CMs 
from one region each, while each national institute — of which there were six in 2016 — hosts 

                                                 
5The college- and career-ready standards that TFA used were based on the Common Core Standards and 

the Next Generation Science Standards. 
6In 2016, there were 53 TFA regions; in 2018, there were 51 TFA regions. Unlike in the past, CMs now 

have considerable say over the regions to which they are assigned. This gives CMs the choice to live and work 
in an area where they may decide to stay, increasing the likelihood that CMs will continue to teach beyond their 
two-year commitment and in a community where they can more easily advance educational equity and serve as 
leaders.  

7TFA supports CMs in their endeavors to find teaching positions through its partnership with districts and 
by helping CMs create resumes and attend job fairs. 

8CMs are responsible for teaching their own classes, but the teacher of record, who works for the school 
district (and not for TFA), is often present in the classroom and may help support CMs. 
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CMs from several regions. Where and when CMs are trained depends on the region to which they 
are assigned. 

In summer 2016, a redesigned training model was piloted at the national institute in Tulsa, 
which trained CMs from eight TFA regions. The training was radically different from TFA’s 
traditional training, as mentioned above and explained in more detail below. The goal of the new 
training was to better address the needs of students in schools that serve mainly low-income stu-
dents by enhancing the rigor and the relevance of the summer training. TFA’s traditional summer 
training was offered at the other five national institutes.9 

The Learning Cycle 

The redesigned training piloted in Tulsa included several specific features that differen-
tiated it from the traditional training offered at the other national institutes, the most notable being 
the method of delivering training to CMs and the content of the training. With respect to its de-
livery, the training in Tulsa was conveyed via the Learning Cycle — a four-step process in which 
teachers observe, practice, teach (in this case, to summer school students), and then receive feed-
back on how they implement different types of content-based instructional activities, such as en-
gaging students in a discussion about a book or counting out loud according to a pattern.  

CMs in Tulsa received their training in cohorts where all of the members would be teach-
ing in like subjects and grade levels. Lead instructors conducted the Learning Cycle sessions, and 
coaches provided support (for instance, giving feedback to CMs as they practiced the lessons they 
would teach, observing CMs teaching, and helping them to reflect on their practice) within the 
Learning Cycle sessions and in small groups outside of those sessions. 

TFA had first tried using the Learning Cycle in 2014 at one of its regional institutes, in 
partnership with the Teacher Education by Design program at the University of Washington, 
where the Learning Cycle was developed. TFA used its adaptation of the Learning Cycle inde-
pendently for the first time during the 2016 pilot for the redesigned training. It incorporated sev-
eral “andragogies,” or training methods, meant specifically for adult learners. For example, the 
CMs had many opportunities to practice what they would teach in front of their peers and they 
were given time to reflect on their teaching of students with their coaches and peers. The emphasis 
of the training in Tulsa was on how to teach with equity and according to their students’ needs. 
CMs there were also introduced to rigorous content-specific lessons with predictable structures 
that were both appropriate for their summer school students and manageable for novice teachers 
to use while learning how to teach. For instance, while practicing the teaching of a lesson on 
counting according to a pattern, CMs were asked to consider strategies to get students’ attention, 
to make sure that directions were clear, to include all students, to get students engaged in rigorous 
discussion with each other, and so forth. Taken together, the strategies that CMs were asked to 
consider make up the core practices they would need to incorporate into their teaching for it to 
be successful — how to create and maintain a productive learning environment, position students 
                                                 

9The other five national institutes were located in Philadelphia, Pennsylvania; Houston, Texas; Greater Delta 
(comprising Mississippi and Arkansas); Phoenix, Arizona; and Atlanta, Georgia. 
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so they can make sense of what is being taught, and teach toward an instructional goal and do this 
with equity.10 In contrast, CMs attending the other traditional national institutes — the compari-
son sites — received training on discrete, content-neutral topics such as classroom management 
and lesson planning largely through a lecture format, with fewer systematic opportunities to prac-
tice teaching in front of peers or students. 

Because the redesigned training differed from the traditional training, TFA had to de-
velop new training for the lead instructors and coaches. Lead instructors and coaches at the other 
five national institutes (the comparison sites) also received training beforehand. However, their 
training was the training traditionally provided by TFA. 

The underlying logic model for the new training posits that the training and coaching 
received by the CMs in Tulsa will enable them to effectively teach rigorous lessons grounded in 
core practices via the Learning Cycle. The training was expected to help the CMs start the school 
year feeling well prepared and confident in their teaching skills. The CMs’ bolstered confidence 
and instructional abilities were, in turn, expected to strengthen their commitment to teaching and 
to TFA’s mission, and to make them more likely to remain in the program for the duration of the 
two-year commitment. 

Evaluation Design 
The evaluation of the redesigned training had two objectives: (1) to examine how the redesigned 
summer training was implemented at the national institute in Tulsa, and how it compared with the 
traditional training that TFA offered at the other national institutes; and (2) to examine the effects 
of the new training on the short-term outcomes of the first cohort of CMs to participate in it. 

Several types of data were collected to achieve these goals. In summer 2016, the study 
team visited the institute in Tulsa, as well as two of the five national institutes that offered the 
traditional training. During the visits to Tulsa, the study team observed the training and the CMs’ 
summer school teaching. In Tulsa and in the two comparison sites, the team conducted focus 
groups with CMs, their lead instructors, and coaches. To learn about CMs’ experience teaching 
in the classroom, open-ended logs were sent to CMs in the 2016 cohort every two weeks during 
their first year of teaching, to capture their use of the core practices taught at the institute. The 
study team also conducted follow-up phone interviews with a sample of CMs at the end of their 
first year of teaching. To measure outcomes for CMs, the study team leveraged TFA’s adminis-
trative records; teacher surveys that TFA administered regularly; and biweekly, closed-ended 
teacher logs that the study team administered during CMs’ first year of teaching. 

A comparative interrupted time series (CITS) design was used to look at the effect of the 
redesigned training on most outcomes (perceptions of the training, commitment to teaching, and 
retention). The study compared CMs in two groups of TFA regions: One group trained at the 
national institute in Tulsa where the redesigned training was offered (the program group, which 
                                                 

10The core practices stem from a research-based collaboration among many teacher preparation programs 
that make up the Core Practices Consortium. See www.corepracticeconsortium/corepractice. 
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included CMs from 8 regions) and another group trained at the five other national institutes where 
the traditional summer training was offered (the comparison group, which included CMs from 13 
regions). The study followed the outcomes of five cohorts of CMs in these regions: four “base-
line” cohorts that were trained before the pilot at the national institute in Tulsa began (2012 to 
2015 cohorts), and one follow-up cohort that was trained the year in which the pilot was imple-
mented (2016 cohort). Using information from the baseline cohorts, the study team compared the 
estimated trends in the outcomes of CMs in each region with their expected outcomes had the 
regional baseline trends persisted (“deviations from baseline trend”). The effect of the redesigned 
trained was then estimated by looking at whether deviations from trend were larger on average 
(and more positive) for the program regions than the comparison regions. 

Due to data limitations, the effect of the redesigned training on CMs’ use of standards-
aligned instructional strategies could not be examined using a CITS design. Instead, the study 
team used a cross-sectional comparison group design to compare the self-reported instructional 
strategies used by CMs in the program and comparison regions in the 2016 cohort, controlling 
for CMs’ characteristics. 

Because both the CITS and cross-sectional comparison group study designs are quasi-
experimental, the findings presented in this report cannot definitively be interpreted as the causal 
effect of the redesigned summer training. The observed changes in CMs’ outcomes could have 
been caused by other confounding factors (rather than the redesigned training). For this reason, 
the findings in this report are referred to as estimates of the effect of the redesigned training. 
However, it is more plausible that the estimated effects found using the CITS design can be at-
tributed to the redesigned training because this design makes it possible to control for more of the 
factors that could be confounded with the effect of the redesigned training.  

Key Findings 

Implementation of the Redesigned Training Model 
Overall, the study found that evaluating the redesigned summer training during its pilot 

year was premature, as strong implementation required more time for planning, practicing, and 
perfecting the model. 

• At the national institute in Tulsa, the lead instructors, who trained the 
CMs, reported that they felt prepared to teach via the Learning Cycle, 
while the coaches did not feel prepared for their role. The lead instructors 
and coaches in the comparison institutes said they felt more prepared for 
their training responsibilities than their counterparts in Tulsa. 

Lead instructors attended numerous training sessions led by TFA staff who were familiar 
with the new model, in which they were introduced to the Learning Cycle as “learners” (via role 
play) and given time to practice its teaching approach. That is, lead instructors played the part of 
CMs as TFA staff taught them the same content they would be expected to teach to CMs. They 
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then had opportunities to practice presenting the same content via the Learning Cycle with the 
coaches role-playing as CMs. 

Coaches only experienced the Learning Cycle as learners. While they learned about the 
instructional activities when role-playing as CMs during the time that lead instructors practiced, 
they did not have the benefit of practicing teaching the content and the deeper learning that comes 
from that experience. In fact, they had a very limited understanding of what their responsibilities 
as coaches would be. Most coaches felt that they had not received adequate training. 

• Lead instructors at the national institute in Tulsa used some of the an-
dragogies to train CMs via the Learning Cycle, but their incorporation of 
the core practices was minimal. 

CMs had opportunities to observe the instructional activities being modeled by the lead 
instructors and to discuss and practice some basic ways in which the core practices might be 
integrated into the instructional activities. However, because so many CMs were working with 
one lead instructor or coach at the same time and because the coaches were unclear about their 
role, CMs were often rehearsing for other CMs and they did not receive feedback from their lead 
instructors or coaches, who were much more experienced. While CMs had daily opportunities to 
teach summer school, they very rarely had the opportunity to get feedback from or reflect on their 
teaching with their coaches. 

Lead instructors and coaches were not successful in helping CMs use the core practices 
to guide and shape the instructional activities. A possible explanation for this could be that lead 
instructors were directed to use their own judgment regarding which and how many core practices 
to feature in any Learning Cycle session. In addition, the lead instructors were not given specific 
instructions about how and when to incorporate the core practices in their sessions. Thus, the use 
or mention of the core practices varied considerably across Learning Cycle sessions, and, in gen-
eral, CMs were not observed integrating the core practices into their summer school teaching. 
The teaching strategies that CMs deployed during the subsequent school year did not look very 
different regardless of whether they had received their training in Tulsa or at a comparison site. 

Effect on CMs’ Experience During the School Year 
This study also examined the first-year teaching experience of the first cohort of CMs to 

participate in the redesigned training. The study team looked at different aspects of the school-
year experience for both CMs trained at the national institute in Tulsa (program regions) and CMs 
trained at the other national institutes (comparison regions), to better understand how the experi-
ences of CMs in these two groups differed. 

• CMs who participated in the redesigned training did not have more pos-
itive perceptions of the value of their summer training than CMs in the 
comparison national institutes. 

CMs’ perceptions of the overall value of their summer training provides a broad measure 
of their satisfaction with it as preparation for their teaching placement. The study team collected 
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information about CMs’ perceptions from surveys that TFA regularly administered at different 
points during CMs’ first year of teaching (beginning, middle, and end) and in the fall of their 
second year.11 Estimated effects were examined using a CITS design. Overall, the findings sug-
gest that the redesigned training may have had a statistically significant negative effect on CMs’ 
perceptions of the value of the summer training during their first year of teaching, but this effect 
ultimately dissipates in the fall of CMs’ second year. By their second year, CMs may have figured 
out how to perform the tasks they initially found difficult (such as lesson planning and classroom 
management), which in turn may have improved their perceptions of the training. 

• Although CMs in the program regions used standards-aligned instruc-
tional strategies in the classroom, they did not use these strategies more 
often than CMs in the comparison regions. 

Information about CMs’ use of instructional strategies aligned with college- and career-
readiness standards comes from closed-ended logs that the study team administered every other 
week to CMs in the 2016 cohort who were teaching English language arts (ELA), mathematics, 
and general education during the first year of their placement. The items in the closed-ended logs 
asked CMs to report on their use of instructional practices that are commonly recognized as ef-
fective. The study team prioritized the following three instructional strategies that are most 
aligned with the redesigned training: CMs’ use of culturally responsive texts (cultural responsive-
ness domain), the extent to which CMs asked students to cite text evidence (ELA domain), and a 
composite measure of CMs’ use of standards-aligned math practices (math domain). The study 
team estimated the effect of the redesigned training by comparing the practices used by CMs in 
the program and comparison regions. Overall, it does not appear that the redesigned training in-
creased CMs’ use of standards-aligned instructional strategies. (See Table ES.1.) CMs in the pro-
gram regions did use strategies aligned with college- and career-readiness standards; however, 
they did not use them more frequently than CMs in the comparison regions. Across all three 
measures, no statistically significant difference was observed between the program and compar-
ison regions in the CMs’ use of these strategies. 

Interviews with CMs conducted in the spring of their first year of teaching support the 
quantitative findings. Most CMs felt that they learned the most about instruction by teaching dur-
ing the school year. One among many possible explanations could be that teaching is hard and it 
is difficult for anybody — particularly for those teaching in underresourced schools that serve 
high-poverty populations — regardless of their training, to feel prepared for their first year.12 
Another explanation could be that the particular expectations of the schools in their assigned 
  

                                                 
11TFA also administers surveys in the middle and end of CMs’ second year, but these were not examined 

because, at the time of the analysis, the 2016 cohort of CMs had not yet had a chance to complete their second 
year. 

12See, for example, Amanda Bowsher, Dinah Sparks, and Kathleen Mulvaney Hoyer, “Preparation and Sup-
port for Teachers in Public Schools: Reflections on the First Year of Teaching,” Statistics in Brief, 
NCES 2018143 (April 3, 2018); OECD, “Do New Teachers Feel Prepared for Teaching?,” Teaching in Focus, 
No. 17 (2017). 
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Program Comparison Estimated Effect
Outcome Regions Regions Difference Size P-Value

English Language Arts
Text used for the lesson featured an author, 

characters, and/or a community with similar 
background to focal student (% of classes) 38.33 49.25 -10.92 -0.21 0.118

Students were asked to cite text evidence in their 
writing (% of classes)a 75.82 81.17 -5.35 -0.12 0.447

Number of regions 8 12
Number of corps members 87 138
Number of logs 739 1143

Mathematics
Math instructional practice composite (z-score)b -0.15 -0.04 -0.11 -0.12 0.415

Number of regions 8 13
Number of corps members 80 151
Number of logs 628 1197

Table ES.1

Estimated Effects on Self-Reported Instructional Strategies
Aligned with College- and Career-Readiness Standards

SOURCE: Closed-ended teacher logs administered by MDRC.

NOTES: Online teacher logs were administered to corps members (CMs) in the 2016 cohort in the program and 
comparison regions. CMs teaching English Language Arts (ELA), mathematics, or general education, in the first 
year of their teaching placement were eligible for the logs. Secondary school teachers, as well as elementary 
school teachers in departmentalized schools, were sent the log for their content area and level every two weeks 
(about twice per month). Elementary school teachers teaching both content areas (general education teachers) 
were sent the ELA log or the math log every two weeks, with the content area alternating between logs (about 
one log per content area per month). At the start of each log, teachers were given a randomly selected letter of 
the alphabet and asked to report on their instructional practices with a focal student whose name starts with that 
letter (or the closest letter)  on a particular day that week. 

The values in the "Program Regions" column are the observed  mean  outcome for teachers in the program 
regions.  The values in the  "Comparison Regions" column are the regression-adjusted mean outcome for 
teachers in the comparison regions, using the mean covariate values for the program region as the basis for the 
adjustment. The values in the "Estimated Difference" column are the difference between the program and 
comparison regions, adjusted for differences in the characteristics of the focal students and teachers. Values in 
the "Effect Size" column are the estimated effect divided by the standard deviation for the sample. A two-tailed t-
test was applied to estimated differences. The statistical significance of estimated differences  is indicated as 
follows: *** = 1 percent; ** = 5 percent; * = 10 percent. Rounding may cause slight discrepancies in calculating 
sums and differences. 

Sample sizes in this table are the number of teachers in the log sample. A CM is included in the log sample if 
the CM completed at least one log during the school year. 

aThis item is only available for upper elementary and secondary teachers. The number of teachers included in 
this analysis is 60 in the program group and 93 in the comparison group.

bThis composite combines the items in the math logs that map onto college- and career-readiness standards 
for math instruction. The scale  of the items differs, so each item was first z-scored based on the mean and 
standard deviation of the comparison group logs; these z-scores were then averaged across items, and the 
average score was z-scored, again, based on the mean and standard deviation for the comparison logs. Because 
some of the log items differ across levels, the composite score was created separately for the lower elementary 
school and upper elementary or secondary school logs. The reliability (Cronbach's alpha) for the composite is 
0.71 at the lower elementary school level and 0.75 at the upper elementary or secondary school level.
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regions did not align perfectly with the expectations of the national institute. Or perhaps the CMs 
in Tulsa were not given specific instruction on how to incorporate the strategies leading to the 
core practices into their teaching. (For example, they were not sure how to engage their students 
in the content, sustain classroom discussions, or manage their classrooms.)  

In addition, the CMs in Tulsa did not have a good grasp of how to plan their own lessons, 
as this was not part of their training. Although more of the CMs in the comparison regions felt 
that they could plan a lesson and were familiar with a particular classroom management system 
learned at their institutes, they neither knew the content better than CMs in Tulsa nor had a better 
sense of how to engage their students in the lesson or maintain classroom discussions.  

However, CMs did report one aspect of the summer training to be quite useful: what they 
learned about diversity, equity, and inclusiveness. This was true for CMs who attended the na-
tional institute in Tulsa as well as for CMs who were trained at the comparison national institutes. 

Commitment to Teaching and Retention 
• The redesigned training does not appear to have improved CMs’ commit-

ment to teaching and educational equity. Nor does it appear to have im-
proved their retention rates in the TFA program. 

The study team assessed CMs’ commitment to teaching and equity using items from 
teacher surveys that TFA administered regularly. The measure is a composite score created from 
eight items about CMs’ beliefs in TFA’s mission of ensuring that each child has an opportunity 
to receive an excellent education, and their beliefs in their own capacity to contribute effectively 
to this mission. The team examined CMs’ commitment to teaching at three time points during 
their first year of teaching (beginning, middle, and end) and at the beginning of their second year. 
The study used a CITS design to estimate the effects of the redesigned training on this outcome. 
Overall, the findings suggest that the redesigned training does not appear to have had an effect on 
CMs’ commitment to teaching and educational equity, neither during their first year of teaching 
nor in the fall of their second year. 

The study also examined whether the redesigned summer training that was piloted in 
Tulsa had an effect on CMs’ retention rates in the TFA program. Whether a CM was still a TFA 
teacher was measured at three points in time: the fall of CMs’ first year of teaching, the end of 
their first year, and the fall of their second year. Overall, the findings from the CITS design sug-
gest that the redesigned summer training did not have an effect on CMs’ retention rates. Figure 
ES.1, for example, shows that before the redesigned training was launched (2012 to 2015 co-
horts), second-year retention rates had been generally declining in the program and comparison 
regions. In both groups, the 2016 cohort’s retention rates did not deviate from this trend visibly 
or statistically. This is true at all three time points when retention was measured.
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Figure ES.1

Trends in Teacher Retention Rates in the TFA Program, Fall of Second Year
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Conclusion 
Taken together, the findings from this study are consistent with what is known about the chal-
lenges of implementing new teacher training programs. The approach that was piloted at the na-
tional institute in Tulsa, which used the Learning Cycle and focused on content and core practices, 
was not only ambitious in scope but also a stark departure from TFA’s traditional approach to 
training its CMs. The challenges that arose implementing it — and the associated lack of effects 
on teacher outcomes — are consistent with the complexity of the new training model and the fact 
that it was being tested for the first time in summer 2016. Nonetheless, the findings suggest that 
TFA was able to radically change its training approach without adversely affecting the outcomes 
of the first cohort of teachers to experience it. 

Although the hoped-for outcomes did not materialize, TFA responded to the findings by 
adjusting and strengthening the model, which is now in its third year and is being scaled up to all 
TFA national institutes. As MDRC researchers observed in 2018, the training that lead instructors 
at the national institutes now undergo to prepare them to train CMs addresses almost all of the 
challenges encountered in summer 2016. TFA lead instructors and coaches are trained at a much 
deeper level about each of the steps of the Learning Cycle. Similarly, lead instructors and coaches 
are trained to make explicit to CMs how the core practices can be incorporated to guide and shape 
instruction, help them manage their classrooms, and create more equitable classrooms. 
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Chapter 1 

Introduction 

In summer 2015, roughly six years after the Great Recession, the American media began report-
ing on an emerging teacher shortage. Public schools were reinstating programs and classes that 
they had cut during the recession, and student enrollment in schools was increasing after years of 
little or no growth. Meanwhile, enrollment in teacher training programs was decreasing, giving 
rise to concerns about an impending teacher shortage.1 

Teacher shortages are especially problematic for schools serving mainly students from 
low-income families and communities of color. These schools are generally underresourced and 
usually have the highest attrition rates and the most vacancies for teachers.2 Attrition rates are 
highest among teachers with the least preparation, and these teachers are most often found in 
underresourced schools.3 Students of these least-prepared teachers learn the least over the school 
year compared with their peers in better-resourced schools.4 Given these realities, the training and 
placement of well-prepared teachers in high-needs schools has become an especially important 
policy goal. 

Teach For America (TFA) has grown to become one of the largest providers of educa-
tors in the country for high-needs schools. Founded by Wendy Kopp in 1989, TFA describes 
itself as “a diverse network of leaders working to confront educational inequity through teach-
ing and at every sector of society to create a country free from this injustice.” Their vision is 
that “one day all children in this nation will have the opportunity to attain an excellent educa-
tion.”5 To do this, TFA: (1) recruits outstanding and diverse leaders to be teachers (known as 
“corps members,” or CMs) for a two-year commitment, (2) supports CMs in classrooms, (3) 
develops systems-change leaders, and (4) fosters the collective leadership of their CMs and 
alumni. TFA’s long-term goal is to cultivate leaders who understand the issues facing the na-
tion’s schools to advance educational equity. Since its founding, TFA has grown from 489 CMs 
in its first cohort in 1990 to more than 50,000 alumni.6 The majority of CMs enter TFA having 
never taught before and without a background in education. 

                                                 
1Sutcher, Darling-Hammond, and Carver-Thomas (2016). 
2Adamson and Darling-Hammond (2011). 
3Sutcher, Darling-Hammond, and Carver-Thomas (2016). 
4Peske and Haycock (2006). 
5 See Teach For America website: https://www.teachforamerica.org/what-we-do/who-we-are 
6All CMs who fulfill their two-year teaching commitment to TFA are considered alumni whether or not 

they stay in teaching. 
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Once selected, CMs are assigned to one of over 50 TFA regions throughout the United 
States.7 CMs then look for teaching positions within their assigned regions.8 In the summer before 
their first year of teaching, CMs receive five to seven weeks of intensive training from TFA that 
includes teaching summer school students.9 The training, which is typically led by TFA alumni 
who work in schools during the school year, takes place at regional institutes and at multiregional 
national institutes. Where and when CMs are trained depends on the region to which they are 
assigned. 

One of TFA’s core values is to learn continuously.10 In this spirit, TFA applied for — and 
was awarded — a Supporting Effective Educator Development (SEED) grant from the U.S. De-
partment of Education in 2015 to redesign the way it trains CMs before their first year of teaching. 
The redesigned training is based on the University of Washington’s Teacher Education by Design 
program.11 In partnership with the university, TFA had originally piloted its new training model 
at the Chicago regional institute in summer 2014. The pilot relied heavily on expert staff members 
from both the University of Washington and TFA, and thus was neither sustainable nor scalable 
(that is, suitable for expansion to other TFA summer training institutes). Yet, TFA national staff 
thought that the redesigned training showed promise, and they sought to implement components 
of it in a scalable, sustainable way. During the 2015-2016 school year, full-time TFA staff mem-
bers who had worked on the Chicago pilot worked alongside other full-time TFA staff to prepare 
TFA alumni to offer the redesigned training to new CMs the following summer. The redesigned 
training was implemented at the national institute in Tulsa, which CMs from several regions at-
tended in summer 2016. TFA offered its standard training at the other national institutes. 

The goal of the redesigned training was to enhance the rigor and the relevance of the 
summer training that CMs received by incorporating the newest college- and career-readiness 
standards for students into its curricula and using training methods and practices meant specifi-
cally for adult learners. This report presents the findings from a study conducted by MDRC of 
TFA’s efforts to implement the redesigned training at the national institute in Tulsa in summer 
2016, and it explores whether the redesigned training shows promise for improving CMs’ per-
ceptions of the training, their commitment to teaching and educational equity, their use of instruc-
tional strategies aligned with college- and career-readiness standards, and their retention rates 

                                                 
7Unlike in the past, CMs now have considerable say over the regions to which they are assigned. This gives 

CMs the choice to live and work in an area where they will choose to stay, increasing the likelihood that CMs 
will continue to teach beyond their two-year commitment and in a community where they can more easily ad-
vance educational equity and serve as leaders in the community. The number of regions has changed from 53 in 
2016 to 51 in 2018. 

8TFA supports CMs in their endeavors to find teaching positions through its partnership with districts and 
by helping CMs create resumes and attend job fairs. 

9CMs are responsible for teaching their own classes, but a teacher of record, who works for the school 
district (and not for TFA), is often present in the classroom and may help support CMs. 

10Teach For America (n.d.) 
11Teacher Education by Design (TEDD), is a project of the University of Washington. TEDD.org hosts an 

online, open-source library of curricular and pedagogical tools for teacher educators, many of which were 
adopted by TFA for the redesigned training. 
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during and beyond their two-year commitment (that is, the extent to which they remained in 
teaching).12 The study’s findings are based on a comparison of the outcomes of CMs in program 
regions, defined as regions whose CMs received the redesigned training at the national institute 
in Tulsa, with the outcomes of CMs in a group of matched comparison regions who were trained 
at one of the other national institutes and received “business as usual” summer training.13 

This effort exemplifies TFA’s commitment to learn continuously and to take risks in 
order to effectively innovate.14 TFA leaders regarded the SEED grant as an opportunity to cat-
alyze their efforts to improve the program and bring additional rigor to their assessment of 
efficacy, with the aim of drawing from the findings to strengthen network-wide training efforts 
and to share with other members of the broader teacher preparation community (within and 
beyond TFA). To that end, MDRC provided formative feedback to TFA about the implemen-
tation of the redesigned training and CMs’ and staffs’ reactions to the redesign as the study 
progressed. The end of the report summarizes how TFA has refined the training based on the 
results presented here and observed throughout the study. 

Background 
Several studies, including three large randomized controlled trials conducted by Mathematica 
Policy Research, have found that TFA teachers were as effective as, and in some subjects more 
effective than, non-TFA teachers with whom they were compared. 15 In the first study, from 2004, 
elementary level students were randomly assigned to either a TFA teacher or a non-TFA teacher 
at their schools. This study found impacts on elementary math equivalent to one additional month 
of school for the average student assigned to a TFA teacher compared with students with new or 
certified non-TFA teachers.16 

The second study, in 2013, randomly assigned students in grades 6 to 12 to either a TFA 
math teacher or a non-TFA math teacher. This study found that students in math classes with TFA 
teachers gained the equivalent of an additional 2.6 months of school compared with students in 
                                                 

12This study also includes a descriptive analysis of value-added scores for a smaller subset of CMs in the 
study. 

13In 2016, there were 10 regional institutes and 6 national institutes. The national institutes were located in 
Tulsa, Oklahoma; Philadelphia, Pennsylvania; Houston, Texas; Greater Delta (comprising Mississippi and Ar-
kansas); Phoenix, Arizona; and Atlanta, Georgia. 

14See Teach For America website: www.teachforamerica.org/what-we-do/values. 
15In a randomized controlled trial, study participants are randomly assigned to either a program group that 

is eligible to participate in the intervention being tested or a control group that cannot participate, to ensure that 
all members of the sample are similar at the start of the study. Differences between the program and control 
groups’ outcomes reflect the program’s impacts. Statistically significant differences indicate that the impacts can 
be attributed with a high degree of confidence to the intervention rather than to chance. The analyses in this 
MDRC report are nonexperimental — that is, the study is not a randomized controlled trial, in which the out-
comes for two similar groups (one that receives the intervention and one that does not) are compared to determine 
the effect. Thus, the study identifies whether outcomes changed over time, but not whether implementa-
tion caused any change in outcomes. 

16Decker, Mayer, and Glazerman (2004). 
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math classes with non-TFA teachers, regardless of whether their non-TFA teacher was a new or 
a certified teacher.17  

In the third study, in 2017, Mathematica evaluated the effectiveness of TFA elementary 
school teachers by randomly assigning students in prekindergarten (pre-K) through fifth grade 
to TFA or non-TFA teachers. On average, new TFA teachers had a positive, statistically sig-
nificant impact on the reading achievement of lower elementary school (pre-K to second-grade) 
students, equivalent to an additional 1.3 months of instruction, compared with new non-TFA 
teachers in the same schools. TFA teachers also had a positive impact on first- and second-
grade math achievement.18 Overall, TFA teachers were equally as effective as new or certified 
comparison teachers. 

Rationale for the Redesigned Training 
Critical to the redesigned training was the recognition that teaching is a complex undertaking. 
Successful teaching involves more than delivering a curriculum. Teachers need to consider what 
they teach and how to teach it. For example, some considerations include the relevance of partic-
ular topics to their students, how to proceed with lessons that are not going as planned, how to 
ask questions that engage students in reasoning, how to redirect students not on task, how to re-
spond to student errors in a way that helps them to understand the problem without discouraging 
them, and so on. In making these decisions, teachers also need to consider their own identities 
and the power dynamic between themselves and their students. Teachers need to consider these 
decisions at the lesson planning stage, but they also need to be ready to make these decisions in 
the moment. The goal of the redesigned training was to support CMs in making the types of 
decisions that skilled teachers make to prepare their students for success.19 

The hypothetical examples developed by MDRC researchers described below illustrate 
the differences between a class taught by a teacher who simply delivers a lesson without any 
context-specific considerations and a teacher who engages in complex decision making through-
out the lesson delivery. This extreme example is used to clarify the focus of the redesigned train-
ing rather than to show what teachers would do without this specific training. The activity in each 
of these examples from lower elementary school math classrooms is called “Choral Counting.”20 
Choral Counting is an activity in which teachers lead students in counting aloud together by a 
given number (for example, counting to 10 by twos). To begin, teachers must decide on a number 
by which the students should count, whether to count forward or backward, and the numbers at 
which to start and end the count. As students call out each number in unison, the teacher records 

                                                 
17Clark et al. (2013). 
18Clark et al. (2017). The p-value on the math impact was 0.054, so it was almost significant at a conven-

tional level (0.05). 
19The work of Gloria Ladson-Billings, Geneva Gay, and Adrienne Dixson were foundational to the devel-

opment of the redesigned institute curriculum. See the KIPP Teachers Resource Guide website for their writings 
on culturally relevant pedagogy: https://trg.kipp.org/culturally-relevant-pedagogy. 

20“Choral Counting” is an instructional activity developed by Teacher Education by Design. 
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the count on the board, pausing the count at strategic moments. The goal of this activity is not to 
practice counting by rote learning, but to engage children in reasoning, predicting outcomes, and 
justifying their answers. To do so, teachers record the count so that patterns within the numbers 
are readily noticeable, and pause during the count to ask questions, such as “What do you think 
will come next?” and “How do you know?”21 

To conduct this activity, teachers must be able to engage their students. The chart below 
compares the level of student participation in Choral Counting in two hypothetical teachers’ 
classrooms. 

Teacher 1: Delivering a Lesson 
Teacher 2: Embracing Complex 
Decision Making 

[Twenty second-grade students are rolling 
around on the classroom rug.] 

Teacher: Okay everybody, we are going to 
count backward from 50 to 0 by fives. 
Begin! 

[Six of the students sit up and begin count-
ing with the teacher, and the rest continue 
rolling around.] 

[Twenty second-grade students are rolling 
around on the classroom rug.] 

Teacher: One, two, three, all eyes on me. Ex-
cellent! I see Kayla is looking at me, Carlos is 
looking at me. Great job, it looks like every-
body is looking at me. Today we are going to 
do Choral Counting, again, but this time in-
stead of counting from 0 to 50 by fives, we are 
going to count from 50 to 0 by fives.  

 
Teacher 2 begins the lesson by getting the students’ attention. Although all students may 

not respond to “One, two, three, all eyes on me,” the teacher follows up by noticing and naming 
students who are following directions, which gets the attention of the rest of the students. Students 
in this class are ready to hear about the activity they will do next. Teacher 1, on the other hand, 
goes on with the lesson even though most of the students are still rolling around and likely not 
aware of what they are being asked to do. 

Before beginning the count, Teacher 2 further prepares students for the activity in the 
following manner: 

Teacher 2: Embracing Complex Decision Making 

Teacher 2: Remember, yesterday we counted from 0 to 50, and today we are counting from 
50 to 0. When I say “go,” turn to your partner, and in a Level 2 voice, talk to your partner 
about what you think is different about today’s count. Go! 

[Students turn to their partners and start sharing their ideas.] 

Teacher 2: One, two, three, eyes on me. Okay, give me a thumbs up if you know what is 
different about today’s count. 

[Almost all of the students have a thumb up.] 

                                                 
21Teacher Education by Design (n.d.(a)). 
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Teacher 2: Brenda, I see you have your thumb up. What do you think is different about to-
day’s count? 

Brenda: It’s backward. 

Teacher 2: Put a finger on your nose if you agree with Brenda. 

[All students put a finger on their nose.] 

Teacher 2 makes sure that all of the students are clear on what they will be doing by 
giving them context (“Remember yesterday?”), while continuing to give student-centered direc-
tions (directions that make clear to all learners the “what and how” of engaging in a task) and 
offering them the chance to think about what they will be doing (counting backward). Finally, 
Teacher 2 provides an opportunity for all students to feel included in the lesson (“turn to your 
partner” and “touch your nose”) and sets expectations for how to participate (“in a Level 2 
voice”). The counting has not yet begun, but the students are all primed to begin. Teacher 2 con-
tinues as follows: 

Teacher 2: Embracing Complex Decision Making 

Teacher: Carlos, how did you figure out that we would be counting backward? 

Carlos: Well, 50 is bigger than 0, so I know that the numbers will be getting smaller. 

Teacher: Malia, did you figure it out the same way or a different way than Carlos? 

Malia: I was imagining the number line and thinking that we would have to go backward 
instead of forward. 

Teacher: Wonderful. We just heard about two different strategies that our friends used to 
figure out what is different about today’s count. By a show of hands, can anyone imagine a 
situation in which you might find it useful to count backward by fives? I see Jasmine’s hand 
is raised. Jasmine, tell us about a situation where you might have to count backward by fives. 

Jasmine: Like spending your money. 

Teacher: Like spending your money. Hmm, can you say a little bit more about what you 
mean by that? 

Jasmine: So, like, if you have 50 cents and every time you put 5 cents in the gumball machine 
you have to take away 5 cents of your money. 

Teacher: Right, counting backward by fives can help you figure out how much money you 
have left. Okay, I think we are just about ready to start. I want everyone to count together in 
a Level 3 voice. Ben, would you please count to five in a Level 3 voice to show us how we 
should sound? 

Ben: 1, 2, 3, 4, 5. 

Teacher: That was the perfect level, and it was also the right pace. Remember, this is not a 
race. We will count at a medium pace. Please don’t say the next number until you see that I 
have written the number down that you already said. When I say “pause,” it means you should 
not say the next number out loud. Ready? Pick up your whiteboards and markers. 
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The students in Teacher 2’s class are now invested in the activity. They all know what 
they are being asked to do, how to do it, and why they should care about doing the activity. They 
also know that there may be different ways to solve a problem. Teacher 2 is ready to begin the 
count. What happens during the count in each of the two classrooms is shown below. 

Teacher 1: Delivering a Lesson 
Teacher 2: Embracing Complex 
Decision Making 

Six students: 50, 45, 40, 35. 

Teacher: Pause! Brenda, what number do 
you think will come next? 

Brenda: Huh? 

Teacher: If you had been paying attention, 
you would know the answer. You lose one 
point on the behavior chart. Jerry? 

Jerry: 25. 

Teacher: Anyone else? 

Carlos: 30. 

Teacher: Excellent! How did you know 
that? 

Carlos: Because you said to count back-
ward by fives. 

Teacher: Let’s keep going. 

Four students, including Carlos: 25, 20, 
15, 10, 5, 0. 

All students: 50, 45, 40, 35,  

Teacher: Pause. On your mini-whiteboard, 
please write down the number that you think 
comes next. 

[Most students write the number 30, but a few 
write 25 and one student writes 20.] 

Teacher: Okay, I see that a lot of you wrote 30. 
Celia, you wrote 30. Would you tell us why 
you think the next number counting backward 
by fives is 30? 

Celia: I see a pattern, 0-5-0-5, so I know the 
next one must be a number that ends in 0. 

Teacher: Jerry [who had written 25], do you 
agree with what Celia said about the 0-5-0-5 
pattern? 

Jerry: Yes, after 35, the next number must end 
with a zero. I was thinking too fast. 

Jasmine: I’ve done that, too. 

Teacher: All right, when I say 30, let’s con-
tinue our countdown. 30…. 

 
By having the students write their answers on their whiteboards, Teacher 2 actively en-

gages all the students in the activity. It also gives the teacher an opportunity to assess which stu-
dents might need more help, based on the students’ responses. The students in Teacher 2’s class 
also have the opportunity to think more deeply about the problem by hearing from students who 
figured out the right answer how they thought through it, and they are given a chance to change 
their answer if their peers make a convincing argument. While Teacher 1 seems to have a class-
room management system in place (“You lose one point on the behavior chart”), the directions 
the students receive do not adequately prepare them to act in the way the teacher thinks they 
should act. They are unsure of what they should be doing, how they should be doing it, or why 
they should be doing it. The emphasis seems to be on someone getting the right answer rather 
than on everybody understanding the problem. 
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Teacher 2, on the other hand, makes continuous and purposeful decisions based on stu-
dents’ academic, socio-emotional, and physical needs. Unlike Teacher 1’s students, Teacher 2’s 
students are engaged in the activity and they appear to be learning. Routines are in place to get 
the students’ attention, and once students are paying attention, they are given clear examples of 
how to participate in the activity. Teacher 2 provides many opportunities for individual students 
to actively participate in the activity by using their voices, writing, or gesturing. By giving stu-
dents a variety of ways to express themselves, Teacher 2 makes it possible to participate for stu-
dents who might be shy, hesitant to reply for fear of getting the wrong answer, or new to speaking 
English. There is also evidence in Teacher 2’s class that students understand that even if they get 
the wrong answer, it is okay. For example, in Teacher 2’s class, Jerry ends up with the wrong 
answer (25) but is given a chance to see where he might have erred and to change his answer. In 
contrast, Teacher 1 summarily dismisses Jerry’s answer with her response (“Anyone else?”). Also 
significant is the way Teacher 2 signals to students that what they have to say is important — for 
instance, by asking Jasmine to say more about what she means by “spending your money” and 
by inviting students to share different solutions to the same problem. 

TFA has long sought to develop teachers who make the same types of thoughtful deci-
sions as Teacher 2; the redesigned training was created to introduce new methods of teacher ed-
ucation that would accelerate the growth of new teachers to realize this type of skill while teaching 
rigorous and engaging culturally relevant content.22 The next section provides a description of 
this training. 

Overview of the Redesigned Training 
Research indicates that learning accompanied by practice has the most impact on individuals’ 
performance.23 Accordingly, the redesigned training was developed to address the complexities 
of teaching by contextualizing the skills that CMs were learning and by stressing reflection and 
decision making. The redesigned training provided CMs the opportunity to try out decisions 
through public practice with their peers and trainers and to consider the potential impact of those 
decisions on students when made in the classroom. The supportive environment allowed them to 
weigh the benefits and drawbacks of their decisions in the classroom alongside other CMs. In this 
vein, the redesigned training aimed not simply to teach discrete skills (such as how to get students’ 
attention) isolated from the complexities of teaching, but rather to build skills while strengthening 
CMs’ judgment as teachers through content- and context-specific practice. Given the emphasis 
on practicing teaching, the redesigned training called for strong lesson plans to be provided to 

                                                 
22According to Ladson-Billings (1994), culturally relevant education (1) supports academic success by set-

ting high expectations for students and providing ample opportunities for them to succeed, (2) embraces cultural 
competence, including a curriculum that builds on students’ prior knowledge and cultural experience, and (3) 
promotes critical consciousness by providing students with the tools to critique and challenge institutions that 
perpetuate inequality. Preparing CMs to teach in culturally relevant ways is a major goal of the training that CMs 
receive from TFA. However, it is not the focus of this study. 

23Ericsson, Krampe and Tesch-Romer (1993); Grossman et al. (2009). 
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CMs throughout most of their training so they could concentrate on the how and not lose them-
selves in the what of teaching. This provided an opportunity for CMs to internalize effective 
teaching techniques and strategies while learning rigorous content to teach their students. 

Instructional Activities and Core Practices 
Positioning CMs to develop their students’ skills and knowledge and instill in them the 

competencies and dispositions needed for success, such as self-efficacy, persistence, and a sense 
of belonging and of equity, in college and the workforce is central to TFA’s vision. With this goal 
in mind, the redesigned program identified two key areas of pedagogical development for CMs: 
instructional activities and core practices. Instructional activities were developed at the Univer-
sity of Washington. They are content-based learning routines that are simple enough for new 
teachers to implement while teaching to rigorous academic standards.24  

Instructional activities have a predictable structure that specifies how teachers, their stu-
dents, and the content interact to offer students opportunities to engage in complex learning. Cho-
ral Counting is an example of an instructional activity. The curricula that CMs receiving the re-
designed training taught their summer school students were built around several content- and 
grade-specific instructional activities. 

Core practices, developed by the Core Practices Consortium, are big ideas that successful 
teachers keep in mind as they teach in order to make the instructional judgments that will set up 
their students for success.25 Teacher 2’s decisions, described above, were grounded in some of 
the core practices. The four core practices adopted by TFA for the redesigned training were cre-
ating and maintaining a productive learning environment, positioning students as competent 
sensemakers, teaching toward an instructional goal, and teaching with society in mind. 

The core practices are what make the instructional activities within the redesigned train-
ing more than just subject matter lessons.26 Whereas an instructional activity provides rigorous 
content, the core practices consist of strategies and routines that teachers can use to set up the 
learning environment, engage students in the content, and help students make sense of the content. 
For example, in the case of Choral Counting, Teacher 2 integrated core practices such as giving 
student-centered directions and creating opportunities for students to share their voices. 

The four core practices, developed by the Core Practices Consortium and prioritized by 
TFA for the redesigned training, are listed below along with some strategies and routines that 
teachers can use in support of those practices. 

1. Creating and maintaining a productive learning environment: Teachers build 
relationships with students, give directions that are student centered and easy for 
students to understand, support disengaged learners, have positive expectations of 

                                                 
24Teacher Education by Design (n.d.(b)). 
25The core practices stem from a research-based collaboration between many teacher preparation programs 

who make up the Core Practice Consortium. See www.corepracticeconsortium.com/core-practice. 
26Core Practice Consortium (n.d.). 
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students, recognize and reinforce positive student behaviors, build excitement, and 
so on. 

2. Positioning students as competent sensemakers: Teachers nurture a culture of re-
spect and safety for academic risk-taking; create opportunities for students to share 
their voices and make personal connections to their schoolwork; elicit student think-
ing to inspire new ideas; express curiosity in all students; react in a way that promotes 
student inquiry, even when students’ verbal contributions are off topic or miss the 
mark; and so on. 

3. Teaching toward an instructional goal: Teachers establish efficient procedures in 
their classrooms; make their presence in front of classroom engaging by clearly iden-
tifying what they are teaching and why it matters; create opportunities for students to 
work in pairs, groups, as a whole class, and individually, and to express themselves 
in ways that are aligned with the instructional goal; expose students to content that is 
deeply engaging; and so on. 

4. Teaching with society in mind: Teachers tailor classroom systems to meet students’ 
needs in ways that push against larger social and systemic oppression; elevate con-
siderations of students’ communities, families, interests, and identities in their deci-
sion making around curricula and classroom activities; use inclusive language and 
challenge socially offensive language; promote equitable participation in the class-
room; understand the effect that their own identity, power, and privileges may have 
on their students; and so on. 

The purpose of the redesigned training, in part, was to expose CMs to this prioritized set 
of core practices and help them integrate these practices into their teaching. The instructional 
activities were intended to provide rigorous, content-specific routines that CMs could use while 
executing the core practices. Based on research indicating that pedagogical practices are learned 
most effectively when applied in the classroom, TFA included instructional activities in the cur-
ricula for both training CMs how to teach and teaching summer school students. The student 
curricula, used by CMs in their summer school classrooms and designed by full-time TFA staff, 
were aligned with rigorous content standards (for example, Common Core State Standards and 
Next Generation Science Standards) and grounded in culturally relevant pedagogy.27 

The Learning Cycle 
To ensure CMs absorbed the summer training as much as possible, the redesigned train-

ing incorporated several “andragogies,” or training methods and practices meant specifically for 
adult learners. These andragogies are part of the Learning Cycle, a method for training new teach-
ers such as CMs that was informed by research and developed at the University of Washington’s 

                                                 
27TFA repackaged selected standards into something called the Core Components of Instruction. 
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Teacher Education by Design program.28 The Learning Cycle consists of the following four ac-
tivities, or quadrants: (1) experienced teachers model a content-specific lesson; (2) new teachers 
rehearse the lesson while their peers and trainers observe them; (3) new teachers teach the lesson 
to a group of students; and (4) the new teachers and their trainers reflect upon the lesson as a 
group. TFA’s use of the whole cycle takes about two or three days, and then begins again with a 
different lesson being modeled. 

Below is a detailed description of the quadrants in the Learning Cycle as used by TFA in 
the redesigned training. 

● Quadrant 1: Introduce. New teachers observe strong teaching, either by 
playing the role of students while their lead instructor (the CMs’ main trainer) 
assumes the role of a classroom teacher and conducts a lesson, or by watching 
a video in which an experienced teacher is teaching. New teachers observe the 
lesson twice: once all the way through (modeling), and then in chunks in which 
actions are paused at key points in order to discuss the motivation behind dif-
ferent teacher strategies and routines (modeling to decompose). 

● Quadrant 2: Prepare. New teachers collaboratively rehearse teaching the les-
son they have seen modeled, and their lead instructors, coaches (who support 
the CMs in small groups a few times a week and help the lead instructor during 
Learning Cycle sessions), and other CMs provide constructive feedback to 
help them strengthen their teaching skills. This could be done by rehearsing 
the whole lesson (rehearsal) or by rehearsing a very small segment of the les-
son (microteaching) — for example, introducing the lesson. 

● Quadrant 3: Enact. New teachers teach the lesson they have rehearsed to 
their summer school students. The lessons are recorded for use in Quadrant 4. 

● Quadrant 4: Analyze. New teachers consider the impact of their actions or 
decisions and practice on student learning by watching video recordings of 
themselves teaching lessons or by reviewing their students’ work along with 
constructive feedback from their trainers and peers. In this way, new teachers 
see the connection between their instruction and their students’ results. 

In the redesigned training, CMs were taught how to teach according to the core practices 
through the use of instructional activities, such as Choral Counting, via the Learning Cycle. The 
Learning Cycle allowed CMs to experience what it was like to teach, make mistakes, and learn 
from those mistakes through public practice. Beginning with Quadrant 1, CMs observed an in-
structional activity modeled by an experienced teacher, whether on video or by their lead instruc-
tor. The instructional activity was then viewed a second time, with the lead instructor periodically 
pausing to allow discussion about different decisions the experienced teacher might or could have 
made while teaching the instructional activity. For instance, if a video recording of Teacher 2 

                                                 
28See the University of Washington’s Teacher Education by Design (TEDD) program website: tedd.org 
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from the earlier example were to have been shown, the lead instructor might have stopped the 
video when Teacher 2 got the students’ attention for the first time. In this instance, the lead in-
structor might have explained that Teacher 2 used a strategy informed by the core practices when 
the teacher said “One, two, three, all eyes on me,” as a signal to get some students’ attention, and 
when the teacher followed up by noticing and naming students who had followed the directions 
to attract the attention of the rest of the students.  

In Quadrant 2, CMs planned for and publicly rehearsed teaching an instructional activity, 
or microtaught part of an instructional activity.29 CMs practiced using the attention-getting signals 
modeled and discussed in Quadrant 1, for instance, thus giving CMs the opportunity to integrate 
core practices into their teaching. Quadrant 2 happened either during a Learning Cycle session or 
in small groups with a coach. The lead instructor, coaches, and peers provided feedback. 

In Quadrant 3, CMs taught an instructional activity using core practices to their summer 
school students. Later the same day or the following day, CMs returned to the Learning Cycle 
session for Quadrant 4. In it, the group collectively reflected on each CM’s teaching experience 
in Quadrant 3, paying close attention to how well each one integrated the core practices in the 
lesson he or she had just given, either by watching and analyzing a video of the teaching or by 
reviewing students’ work. 

Figure 1.1 summarizes how the Learning Cycle was used to train CMs on how to imple-
ment the instructional activities and integrate the core practices into their teaching strategies and 
routines. 

Figure 1.2 presents the redesigned training’s logic model and its key components and 
corresponding expected outcomes.30 The logic model posits that the training and coaching re-
ceived by the CMs in Tulsa will enable them to effectively teach rigorous lessons grounded in the 
core practices. The training is expected to help the CMs start the school year feeling well prepared 
and confident in their teaching skills. The CMs’ confidence and strong instructional abilities are 
expected to strengthen their commitment to teaching and to TFA’s mission, and to make them 
more likely to remain in teaching for the duration of the two-year commitment. 

The redesigned training was implemented at the national institute in Tulsa for five weeks 
in summer 2016. During their first week in Tulsa, CMs attended Learning Cycle sessions, 
  

                                                 
29 Microteaching is a technique used by teachers in which they practice a specified teaching behavior that 

they want to master. For instance, a teacher might practice (microteach) giving students clear directions on how 
to quietly get in line before recess. 

30The study team created Figures 1.1 and 1.2 based on an understanding of the Learning Cycle and the logic 
behind the redesigned training. 
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attended other professional development experiences, and met with their coaches.31 Beginning in 
their second week and continuing throughout the rest of their training, CMs started each day at 
an assigned summer school teaching site. In the mornings, CMs taught summer school students 
in their assigned content area and grade level and attended either a social justice seminar 
 

                                                 
31CMs also attended other types of sessions, such as social justice seminars, in which they explored issues 

related to diversity, equity, and inclusion and their impact on student learning. However, the MDRC evaluation 
focused only on the training related to the instructional activities, core practices, and the Learning Cycle and thus 
these other aspects of the summer training are not a part of this report. 
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or a meeting with their coach, depending on the day. When meeting with coaches, CMs worked 
collaboratively with a small group of other CMs teaching the same content area and grade level, 
rehearsed their summer school lessons, and received feedback from the coaches. Their afternoons 
were spent attending Learning Cycle sessions. 

Differences Between the Redesigned Training and 
the Business-as-Usual Training 
The redesigned training that was piloted at the national institute in Tulsa differed from the 
business-as-usual training at the comparison sites in several ways (shown in Table 1.1). Whereas 
the CMs in Tulsa experienced teaching in all its complexity by practicing how to make decisions 
that would lead to student success and to teach rigorous, standards-based content embedded with 
the core practices, CMs attending the other national institutes received training on discrete, con-
tent-neutral topics, such as classroom management and lesson planning, largely through lecture 
format. CMs in the comparison institutes therefore had fewer systematic opportunities to practice 
their teaching in front of their peers. 

 

Table 1.1 
TFA’s Redesigned Teacher Training and the Traditional Training 

Aspect of the Training  
Redesigned Model 
(national institute in Tulsa) 

Traditional Model 
(other national institutes)  

Organization of the training topics  The interconnectivity of teaching 
skills and judgment is addressed us-
ing the Learning Cycle, in which in-
structional activities are the 
vehicle through which teachers can 
enact the core practices.  

The elements of teaching are taught 
discretely. 

Practice Rehearsals and microteaching are 
performed publicly. 

There is no expectation to practice 
publicly. 

Content-area focus  CMs are trained through content.  Training is content neutral. 
Grouping of corps members (CMs) CMs are grouped by subject area 

and grade level for training. 
CMs are sometimes grouped by 
subject area and sometimes not.  

Staff responsibilities CMs receive the redesigned 
training from lead instructors and 
the social justice seminars by the 
social justice seminar leaders. 

CMs receive teacher training and di-
versity, equity, and inclusiveness 
training from lead instructors as they 
received pedagogical training. 

Lesson plan creation  Strong lesson plans are provided to 
CMs throughout most of their 
training, so they can concentrate on 
the how of teaching and not get lost 
in the what. 

CMs create their own lesson 
plans based on end-of-course 
assessments and objectives 
provided by TFA.  

Coaching dosage and format  150 minutes per week of group 
coaching by subject area and grade. 

30 to 120 minutes a week of one-
on-one coaching. 

Amount of summer school teaching  30 to 36 hours.  At least 20 hours. 
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There were other differences as well. Because the training in Tulsa emphasized how to 
teach, the CMs in Tulsa were provided with strong lesson plans so that they could learn how to 
deliver lessons instead of spending time developing those lessons. The CMs in Tulsa had to write 
their own lesson plans only in the last week of training at the institute. The CMs at the other 
national institutes, on the other hand, had to create all of their own daily lesson plans using the 
discrete skills they had learned and drawing on a unit plan and assessment provided by TFA. In 
addition, since the CMs in Tulsa were trained with set content, the CMs in Tulsa were grouped 
by content area and grade level. The CMs at the other institutes were not systematically grouped 
this way and the training at these institutes was content-neutral. As a result, and because CMs in 
the comparison institutes were not given an opportunity to practice teaching publicly, most of the 
coaching support they received was one-on-one. 

Planning for and implementing the redesigned training within a 10-month period was a 
huge undertaking. The training itself looked nothing like the type of training that TFA had been 
offering to CMs at regional and national institutes for more than 20 years. In addition to providing 
the business-as-usual training to the staff members at the other national institutes during summer 
2016, TFA had to provide newly developed training to the staff members responsible for deliv-
ering the redesigned training at the national institute in Tulsa. This required the heavy involve-
ment of full-time TFA staff members who had attended the regional pilot of the redesigned train-
ing in 2014 in Chicago, along with other full-time staff. Typically, full-time staff members are 
not as involved in the national institute training. 

Since the redesigned training was substantially different from the business-as-usual train-
ing, considerable time was needed to get everybody involved up to speed. TFA convened confer-
ences to train the national institute staff who would be implementing the redesigned training. The 
redesigned training was built around new student curricula that included the instructional activi-
ties embedded with the core practices, and TFA had to design these new activities. Because the 
instructional activities differ by grade level and content, TFA had to develop several new curric-
ula. In addition, at the national institute in Tulsa, both a lead instructor and a social justice seminar 
leader were expected to train CMs, whereas at the other national institutes CMs received their 
teacher training and social justice training from the same person. Consequently, compared with 
the business-as-usual model, the redesigned training called for much more preparation time, ad-
ditional institute staff roles, and new full-time staff “headcount” and capabilities to support and 
provide training for these new institute roles, which had not been previously established in the 
organization. 

The redesigned training also changed the way the institute was organized in significant 
ways and required operational staff members to rethink the logistics and find the resources to im-
plement it. For example, in the business-as-usual model, CMs did all of their summer school teach-
ing and got their training at their assigned school, whereas CMs in Tulsa taught at their assigned 
school site in the morning and received their teacher training at a TFA hub in the afternoon so 
that all CMs teaching the same content and grade level could undergo the training together. This 
meant that TFA had to plan for transporting the CMs in Tulsa to the hub every afternoon. 
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Contents of This Report 
The remainder of this report is organized as follows: 

● Chapter 2 describes the study design that was used to evaluate the implementation of 
the redesigned training and its potential effects on teacher outcomes, the data sources, 
and the samples of CMs used in the analyses. 

● Chapter 3 focuses on the experiences of CMs in Tulsa during their training. It examines 
the implementation of the redesigned training based on observations of Learning Cycle 
sessions, observations of CMs teaching their summer school students, and focus groups 
with CMs and the lead instructors and coaches. The chapter also looks at how the im-
plementation of the redesigned training differed from the business-as-usual training. 

● Chapter 4 focuses on the experiences during the school year of CMs who were at the 
institute in Tulsa, compared with that of CMs who were trained at the other national 
institutes. It examines CMs’ perceptions of the overall value of their summer train-
ing, their use of instructional strategies aligned with college- and career-readiness 
standards, their use of the core teaching practices, and their reflections on their first 
year of teaching. 

● Chapter 5 considers whether the redesigned training shows promise for improving 
CMs’ longer-term outcomes. The outcomes examined include CMs’ commitment to 
teaching and educational equity and their retention rates in the TFA program. 

● Chapter 6 concludes with the lessons that TFA has learned since it implemented the 
redesigned training in summer 2016. 
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Chapter 2 

Study Design 

This chapter describes the analytical approach used to evaluate the implementation of the rede-
signed summer training that Teach For America (TFA) piloted at its national institute in Tulsa, as 
well as the model’s promise for improving the outcomes of the first cohort of corps members 
(CMs) to receive it. The first section presents the data sources for the study. The second section 
describes the two quasi-experimental approaches used to explore whether the redesigned training 
shows promise for improving teacher outcomes. Both study designs compare the outcomes of 
CMs in the TFA regions trained at the national institute in Tulsa (program regions) with the out-
comes of CMs in a group of matched comparison regions who were trained at one of the other 
national institutes and therefore received TFA’s traditional summer training (comparison re-
gions). The third section describes the characteristics of the CMs in the program and comparison 
regions. The key takeaways from this chapter are the following: 

● Several types of qualitative data were collected to assess the implementation 
of the redesigned training to better understand how it differs from the training 
offered in the other national institutes. The study team made site visits to the 
institute in Tulsa to observe the training and summer school teaching. The 
team also conducted focus groups with CMs, their trainers, and coaches at the 
institute in Tulsa and at the two comparison institutes. To learn about CMs’ 
experience in the classroom during the school year, the study team sent open-
ended logs to CMs in the program and comparison regions every two weeks 
to capture their use of the core practices. The study team also conducted fol-
low-up phone interviews with CMs at the end of their first year of teaching. 

● The key teacher outcomes examined in this study include CMs’ perceptions of 
the summer training, their commitment to teaching and educational equity, 
their use of instructional strategies aligned with college- and career-readiness 
standards, and their retention in the TFA program. The study team measured 
these outcomes using TFA’s administrative records and teacher surveys that 
are regularly administered by TFA. The study team also collected closed-
ended teacher logs for the purposes of this study. 

● Because the study designs used in this evaluation are quasi-experimental, the 
findings presented in this report cannot definitively be interpreted as the causal 
effect of the redesigned summer training, and for this reason they are referred 
to as estimates of the effect. However, for some CM outcomes, there is a rela-
tively higher level of confidence that the findings might represent the causal 
effect of the new training. The findings that can most likely be attributed to the 
new training are those pertaining to CMs’ perception of the training, their com-
mitment to teaching, and their retention rates. In contrast, findings related to 
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CMs’ use of instructional strategies aligned with college- and career-readiness 
standards should be interpreted with greater caution. 

Measures and Data Sources 
One of the goals of this study was to look at how the redesigned summer training was imple-
mented at the Tulsa national institute and how it compared with the training offered by TFA in 
the other national summer institutes. In summer 2016, the study team visited the institute in Tulsa 
as well as two of the five summer institutes offering the traditional training. During these visits, 
the following types of data were collected.1 (See Table 2.1 for a summary.) 

● Observations: During the visits to the national institute in Tulsa, the study 
team observed sessions delivered by the lead instructors and coaches to assess 
the fidelity of implementation of the Learning Cycle and how core practices 
were embedded in the training. The team also observed CMs in Tulsa as they 
taught their summer school classes to identify their use of the core practices. 

● Focus groups: During the visits to the institute in Tulsa as well as to the com-
parison institutes, the study team conducted focus groups with CMs to learn 
more about the key ideas, practices, or experiences that CMs gained from their 
training and how prepared they felt to teach. To learn about CMs’ readiness to 
teach from the perspective of their trainers, as well as the trainers’ own readi-
ness to train CMs, the study team also conducted focus groups with English 
language arts (ELA), mathematics, and elementary school teacher educators 
(lead instructors and coaches). 

Another main goal of the study was to learn more about CMs’ first-year teaching experi-
ence and their use of the core practices, how these were shaped by their summer training, and to 
what extent they differed for CMs trained in Tulsa and CMs trained in the other institutes. The 
study team collected the following data during the school year for this purpose: 

● Open-ended teacher logs: Every two weeks during their first year of teach-
ing, the study team sent an open-ended teacher log to CMs in the 2016 cohort. 
The purpose of the open-ended logs was to capture CMs’ use of the core prac-
tices, which were a focus of the redesigned training. Each open-ended log fo-
cused on a particular core practice, asking CMs to describe the instructional 
practices they used in the last one to two weeks in relation to that core practice. 
The team sent the logs to CMs in the program and comparison regions who 
were teaching ELA, mathematics, or general education, and who consented to 
 

                                                 
1As described in more detail in the next section, the study design used in the evaluation included 13 com-

parison regions. The study team visited the two national institutes that trained the greatest number of CMs from 
the comparison regions (the institutes in Houston and Philadelphia). 
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Table 2.1 

Qualitative Data Collected During the Summer and School Year 

Data Source Timing Domains Sample Institute/Regions 

Observations of 
lead instructor 
and coaching 
sessions 

During institute 
(beginning, 
middle) 

Fidelity of implementa-
tion of the Learning 
Cycle; how core prac-
tices were embedded 
in the model 

A sample of lead 
instructors and 
coaching sessions  

Institute in Tulsa 

Observations of 
summer school 
teaching 

During the mid-
dle of institute  

Use of core practices Sample of summer 
classes taught by CMs  

Institute in Tulsa 

Focus groups 
with lead instruc-
tors, coaches, 
and CMs 

Last week of 
summer 
institute 2016 

Whether and how 
CMs were prepared 
for their first year of 
teaching 

Sample of teacher 
educators and CMs 
teaching ELA/math/ 
general education who 
volunteered  

Tulsa and two 
comparison 
institutesa 

Follow-up inter-
views with CMs 

Spring 2017 Whether and how 
CMs were prepared 
for first and second 
years of teaching 

Sample of 
ELA/math/general 
education CMs who 
volunteered  

Tulsa and two 
comparison 
institutesa 

Open-ended 
teacher logs 

Every two 
weeks during 
the 2016-17 
school year 

CMs’ use of TFA core 
practices, which were 
a focus of the rede-
signed training 

CMs teaching 
ELA/math/general 
education in the 2016 
cohort who volunteered 
(elementary and 
secondary school) 

Program and 
comparison 
regions 

NOTES:  
     aThe two comparison institutes are the two national institutes that trained the largest number of CMs 
from the comparison regions in summer 2016. 
 

participate in this data collection.2 Although each item in the open-ended log 
was designed based on TFA’s Core Practices Evidence Guides, the log items 
did not explicitly mention the core practices, so that they could also be used 
with CMs in the comparison group.3 

● Phone interviews during the school year: In the spring of CMs’ first year of 
teaching, the study team conducted follow-up phone interviews with a sub-
sample of CMs who participated in the focus groups in Tulsa and in the com-

                                                 
2About 58 percent of the CMs who were eligible for the logs (that is, they taught ELA, mathematics, or 

general education) consented to participate in the logs. CMs who consented and those who did not consent had 
similar application scores and taught in schools with similar characteristics. However, CMs who consented to 
the logs were less likely than nonconsenting CMs to be a person of color (45 percent of consenting CMs, com-
pared with 60 percent of nonconsenting CMs) and less likely to have received a Pell grant (45 percent, compared 
with 55 percent). 

3TFA’s Core Practices Evidence Guides lists the specific actions expected of the CMs when they teach with 
the core practices in mind. 
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parison institutes, to learn how prepared CMs felt when they first started teach-
ing, what type of support they received from TFA during the school year, and 
how ready they felt going into their second year of teaching.4 

The final key goal of the study was to look at the effect of the redesigned training on 
CMs’ outcomes. The study examined outcomes in several domains: CMs’ perceptions of the 
summer training, their commitment to teaching, their use of instructional strategies aligned with 
college- and career-readiness standards, and their retention in the TFA program. The study meas-
ured these outcomes at different points in time from the end of the summer training to the fall of 
CMs’ second year of teaching. The following data sources were used for this purpose:5 

● Teacher surveys: TFA regularly administers surveys to its CMs to learn more 
about their habits and mindsets, their experience as teachers and as TFA CMs, 
and their perceptions of the support provided by TFA, with the aim of improv-
ing the program. The surveys are administered online three times during each 
school year (eight weeks into the school year, midyear, and end of year). The 
study team used a subset of items from these surveys to examine CMs’ per-
ceptions of the value of their training and their commitment to teaching. Each 
of these items asked CMs to rate their response on a 7-point agreement scale.6 

● Closed-ended teacher logs: In addition to the open-ended logs, the study team 
sent closed-ended logs to CMs in the 2016 cohort in the program and compar-
ison regions, on alternate weeks (every two weeks). Closed-ended teacher logs 
have been effectively used in other studies to capture teachers’ practices at 
more frequent intervals than would be feasible with classroom observations.7 
The closed-ended logs asked CMs to report on how often they used different 
instructional strategies aligned with college- and career-readiness standards.8 
When reporting, CMs were asked to reflect on their interactions with a quasi-
randomly selected focal student.9 The items in the closed-ended log differ 
across grade levels (lower elementary versus upper elementary or secondary) 
and content area (ELA versus mathematics). Each teacher was asked to com-
plete 15 closed-ended logs during the school year. Unlike the open-ended logs, 

                                                 
4Appendix A provides further information on the data collected during the site visits and the phone 

interviews. 
5The study team also collected data on CMs’ value-added scores. However, these data were only available 

for CMs teaching in Florida. See Appendix G for a time series analysis of these data. 
6The response categories were the following: 1 = strongly disagree, 2 = disagree, 3 = somewhat disagree, 

4 = neutral, 5 = somewhat agree, 6 = agree, 7 = strongly agree. See Appendix B for further information about 
the surveys. 

7Rowan, Camburn, and Correnti (2004); Rowan, Correnti, Miller, and Camburn (2009). 
8See Appendix C for further information about the closed-ended teacher logs and how the items map onto 

different career- and college-readiness standards. Internal to TFA, these standards are called the “core compo-
nents of instruction.” 

9At the start of each log, CMs were given a randomly selected letter of the alphabet and asked to report on 
their instructional strategies with a focal student in mind whose name starts with that letter (or the closest letter). 
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which were more closely aligned with the core practices, the items in the 
closed-ended logs reflected practices that are commonly recognized as effec-
tive instruction. The math logs were designed based on the Common Core 
State Standards for mathematics, and the ELA logs were based on TFA’s 
core components of instruction, which are based on the Common Core State 
Standards. 

● TFA administrative records: TFA maintains records of the CMs’ character-
istics, information about their teaching placements, and whether they are still 
teaching with TFA at the beginning and end of each placement year. The study 
team used these records to describe the characteristics of CMs and their place-
ments, and to measure their retention in the TFA program. 

These data sources were used to create measures of CM outcomes across several do-
mains. The confirmatory outcomes that were used to gauge the effects of the redesigned training 
are listed in Table 2.2. The team chose these outcomes because of their alignment with the goals 
of the redesigned summer training.10 

Finally, several publicly available data sets were used to describe the characteristics of 
the schools in which CMs were placed. These sets include the Common Core of Data (CCD) and 
the Office of Civil Rights Data Collection (OCRDC). The most recent available data sets were 
used (school year 2015-2016 for the CCD; school year 2013-2014 for the OCRDC). 

Study Designs 
One of the goals of this study was to examine the effect of the redesigned training on the short-
term outcomes of the first cohort of CMs to participate in the new training. As explained in Chap-
ter 1, TFA piloted the redesigned training at the national institute in Tulsa in summer 2016, while 
offering the traditional summer training at the other five national institutes.11 The specific institute 
that CMs attended depended on their regional assignment. When CMs are recruited into TFA, 

                                                 
10When conducting an impact analysis and making judgments about statistical significance, it is important 

to recognize the potential problems associated with conducting multiple hypothesis tests across many different 
outcomes. Specifically, when hypothesis tests are conducted for estimated effects on several different outcomes, 
it increases the risk of concluding that a given estimated effect is statistically significant when, in fact, it is not. 
This is called a Type I error or false positive. For example, when a 10 percent statistical significance level is 
used, one would expect to see a false positive for every 10 hypothesis tests conducted. (See Box 4.1 for additional 
information on statistical significance.) To reduce this risk, the study team limited the number of outcomes and 
selected one “confirmatory” outcome per domain. The confirmatory outcomes are used to make conclusions 
about the redesigned training’s effectiveness.  

11The other five national institutes were located in Philadelphia, Pennsylvania; Houston, Texas; Greater 
Delta (comprising Mississippi and Arkansas); Phoenix, Arizona; and Atlanta, Georgia. 



 

Table 2.2 

Confirmatory Corps Member (CM) Outcomes, by Domain 

Domain Outcome Scale Data Source Timing Population 

Perceptions of the summer 
training 

Value of the summer 
training 

7-point 
agreement scale 
(1 item)a 

TFA CM surveys 

 

End of institute; first year 
of teaching (fall, middle, 
end); fall of second year 

All CMs in the 2012-2016 
cohorts  

Commitment to the teach-
ing profession 

Commitment to teaching 
and equity 

7-point 
agreement scale 
(8 items)b 

TFA CM surveys End of institute; first year 
of teaching (fall, middle, 
end); fall of second year 

All CMs in the 2012-2016 
cohorts 

Use of instructional strate-
gies aligned with college- 
and career-readiness 
standards (cultural respon-
siveness) 

Text used for the lesson 
featured an author, char-
acters, or a community 
with a similar back-
ground to the focal 
student 

Binary indicator 
(1/0)c 

Teacher logs Biweekly closed-ended 
logs (maximum of 15 per 
teacher) 

CMs in the 2016 cohort 
who were teaching 
ELA/general education and 
who consented to the logs 

Use of instructional strate-
gies aligned with college 
and career readiness 
standards (English Lan-
guage Arts) 

Student was asked to 
cite text evidence in their 
writing  

Binary indicator 
(1/0)d 

Teacher logs Biweekly closed-ended 
logs (maximum of 15 per 
teacher) 

Same as above (but for 
CMs teaching at the upper 
elementary and secondary 
levels only) 

Use of instructional strate-
gies aligned with college 
and career readiness 
standards (math) 

Composite of self- 
reported instructional 
practices (math) 

z-scoree Teacher logs Biweekly closed-ended 
logs (maximum of 15 per 
teacher) 

CMs in the 2016 cohort 
who were teaching 
math/general education 
and who consented to the 
logs 

Retention Whether CM is still 
teaching 

Binary indicator 
(1/0) 

TFA records Fall of first year, end of 
first year, and fall of 
second year 

All CMs in the 2012-2016 
cohorts 

 
NOTES: 
     aThis measure is based on the following question: “Overall, I believe the preparation I received from Teach For America prior to starting at my school was valu-
able in my efforts to become a successful teacher." 

     bThis measure is a composite created from eight items related to CMs’ beliefs in TFA's mission of ensuring that each child has an opportunity to receive an 
excellent education, and CMs’ beliefs in their own capacity to effectively contribute to this mission.  
     cThe log item asked CMs whether the lesson featured an author, characters, or a community with similar background to the focal student’s. This item was 
coded 1 if a CM reported that this practice was “a focus” of instruction, and 0 if they reported that they “touched on it briefly” or “not touched today.” 

(continued) 
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Table 2.2 (continued) 

     dThe log items asked teachers whether the focal student was asked to cite text evidence in their writing. 
This item was coded 1 if a teacher reported that this practice was “a focus” of instruction, and 0 if they re-
ported that they “touched on it briefly” or “not touched today.” 
     eThis composite was created based on the items in the math logs that map onto the TFA core compo-
nents. The scale of the items differs, so each item was first z-scored based on the mean and standard de-
viation of the comparison group logs; these z-scores were then averaged across items, and the average 
score was z-scored again based on the mean and standard deviation for the comparison logs. Because 
some of the log items differed across levels, the composite score was created separately for the lower ele-
mentary school and upper elementary or secondary school logs. The reliability (Cronbach's alpha) for the 
composite is 0.71 at the lower elementary school level (13 items) and 0.75 at the upper elementary or sec-
ondary school level (14 items). 
 

they are assigned to a TFA region. In turn, CMs’ regional assignment determines where they will 
be trained. Some regions run their own “regional” institute for their CMs, whereas other regions 
send their CMs to one of the national institutes. Each national institute hosts CMs from several 
TFA regions. In summer 2016, six national institutes trained CMs from 44 TFA regions. The 
national institute in Tulsa hosted eight regions in summer 2016.12 

The study team used two types of quasi-experimental research design to explore whether 
the redesigned training shows promise for improving the outcomes of the 2016 cohort of CMs in 
the eight program regions. Because both study designs are quasi-experimental, the findings in this 
report should not be interpreted as the causal effect of the new training, because the observed 
changes in CMs’ outcomes could have been caused by other confounding factors (rather than the 
redesigned training). For this reason, the findings in this report are referred to as estimates of the 
effect of the redesigned training. 

However, for some CM outcomes, there is a relatively higher level of confidence that the 
findings could represent the causal effect of the new training, because more information was 
available to account for confounding factors. The findings that are most likely to represent the 
effect of the new training are those pertaining to CMs’ perception of the summer training, their 
commitment to teaching, and their retention rates. For these outcomes, the findings can be inter-
preted as being strongly suggestive of the presence or absence of a causal effect. In contrast, 
findings related to CMs’ use of instructional strategies aligned with college- and career-readiness 
standards should be interpreted with greater caution. Box 2.1 summarizes the levels of confidence 
related to the findings in this study. The sections below describe the two study designs in greater 
detail, beginning with the design whose findings are most likely to represent the effect of the 
redesigned TFA training. 

  

                                                 
12The regions were Detroit, Idaho, Jacksonville, Miami-Dade, Greater Tulsa, Orlando, Washington, and the 

Bay Area. However, not all of the Bay Area region’s CMs were trained at the Tulsa national institute — some 
were trained at the regional institute. See Appendix D for a discussion of how the study design accounted for this 
discrepancy. 
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Approach 1: Comparative Interrupted Time Series Design (CMs’ 
Perceptions of the Training, Commitment, and Retention) 
The study team evaluated whether the redesigned training improved CMs’ perceptions 

of the training, their commitment to teaching, and their retention rates, using a comparative 
interrupted time series (CITS) design. This design has been used for decades to evaluate inter-
ventions in areas such as epidemiology, political participation, substance abuse, advertising, 

Box 2.1 

Levels of Confidence with which the Estimated Effects 
in This Study Can Be Attributed to the Redesigned Training 

The two study designs used in this evaluation are quasi-experimental, so the findings presented 
in this report cannot be interpreted as the causal effect of the redesigned summer training. How-
ever, one of the two study designs can account for many confounding factors, so there is a rela-
tively higher level of confidence that the findings observed using this design could be attributa-
ble to the effect of the new training. 

Greater (but not perfect) confidence: Comparative interrupted time series (CITS) design 

Effects on the following outcomes:  

• Perceived value of the training 

• Commitment to teaching and educational equity  

• Retention in the TFA program 

Key potential confounder: 

• A policy change or state reform that happened in 2016 (the same year as the redesigned 
institute) and that affected CMs’ outcomes to a different degree in the program and com-
parison regions  

Less confidence: Cross-sectional Program-Comparison Group Design  

Effects on the following outcomes:  

• Use of instructional strategies aligned with career- and college-readiness standards 

Key potential confounders: 

• Unobserved preexisting differences between the characteristics of CMs in the program and 
comparison regions 

• Unobserved program-comparison differences in the characteristics of CMs’ schools  

Other issues: 

• High attrition (non-consent and nonresponse rates) 
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and employment programs.13 In education, CITS designs have been used to evaluate federal 
policies such as No Child Left Behind, as well as whole school reform models.14 Studies have 
shown that, when well implemented, CITS designs can reproduce the results of a randomized 
experiment in some circumstances.15 

In this study, a CITS design was used to look at the trends in the outcomes of consecutive 
cohorts of CMs, before and after the redesigned training was launched. The study followed CMs 
in two groups of regions: one group that was trained at the national institute in Tulsa where the 
redesigned training was offered (the eight program regions) and another group that was trained at 
one of the other national institutes where the traditional summer training was offered (the com-
parison regions). The study team estimated the effect of the redesigned summer training by look-
ing at whether the program regions “deviated” from their baseline trends by a greater amount than 
the comparison regions. Figure 2.1 illustrates how the study team applied the CITS design in this 
study. The team took the following steps: 

● Mean outcomes by cohort: First, the study team used CM data to create a 
time series that represents the average outcomes of consecutive cohorts of 
CMs in the program regions (black dots) and the comparison regions (white 
dots). A cohort is defined as a group of CMs who joined TFA and attended the 
summer institute the same year. The cohorts that received their summer train-
ing before the launch of the redesigned model are the baseline cohorts (2012-
2015 cohorts), and the 2016 cohort is the follow-up cohort. 

● Baseline trends: The next step was to estimate the baseline trend in CMs’ 
outcomes, using data for the baseline cohorts. The study team estimated base-
line trends separately for the program regions (solid black line) and the com-
parison regions (solid gray line). These trends were then projected into the fol-
low-up period, thereby making it possible to predict the outcomes that the 2016 
cohort of CMs would have experienced had their regions’ baseline trends per-
sisted (dotted lines). 

● Estimated deviations from the baseline trend: The next step was to compare 
the actual mean outcomes of the 2016 cohort (the dots in the follow-up period) 
with what these CMs’ mean outcomes would have been had their regions’ 
baseline trends persisted (the dotted lines). The study team estimated these 
“deviations from baseline trend” for the program regions and the comparison 
regions. 

                                                 
13Bloom and Riccio (2005); Ballart and Riba (1995); Campbell and Ross (1968); Mulford, Ledolter, and 

Fitzgerald (1992). For a discussion and history of CITS designs, see Shadish, Cook, and Campbell (2002). For a 
discussion of these designs in the context of education research, see Bloom (2003). 

14Dee and Jacob (2011); Wong, Cook, and Steiner (2009); Kemple, Herlihy, and Smith (2005). 
15St. Clair, Cook, and Hallberg (2014); Somers, Zhu, Jacob, and Bloom (2013); Fretheim et al. (2013). 
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Figure 2.1

Using a Comparative Interrupted Time Series Design to Estimate the Effect of the Redesigned Summer Training on the
Perceived Value of the Summer Training: A Hypothetical Example
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SOURCE: Teach For America corps member surveys.

NOTES: aThe survey outcome measures are based on survey items with a 7-point agreement scale. The "value of the summer training" measure is based 
on the following question: "Overall, I believe the preparation I received from Teach For America prior to starting at my school was valuable in my efforts to 
become a successful teacher."
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● Estimated effect: Finally, the study team estimated the effect of the rede-
signed training as the difference between the average deviation from baseline 
trend for the program regions and the average deviation from trend for the 
comparison regions. If the redesigned training is more effective than the tradi-
tional training, then the program regions should have experienced improve-
ments relative to their baseline trend that exceed the improvements found in 
the comparison regions.  

Thus, in a CITS design, the actual outcomes of the two groups are not compared directly 
(the black and white dots for the 2016 cohort). Instead, the analysis compares the amount by which 
the two groups deviated from their separate baseline trends. 

The CITS design is more rigorous than most other quasi-experimental designs because it 
combines time series data with a matched comparison group. Together, these two design elements 
make it more plausible that estimated effects from a CITS design can be attributed to the effect 
of the redesigned training, because they can eliminate most alternative explanations for why de-
viations from trend would be different for the program and comparison regions.16 First, by using 
several years of preintervention (baseline) data, the CITS design eliminates the possibility that 
estimated effects are due to differences in preexisting trends between the program regions and the 
comparison regions.17 Second, by including a comparison group, the CITS design also reduces 
the possibility that estimated effects are confounded with the effect of a state or district reform 
launched at the same time as the redesigned training.18 In the CITS design, the effect of other 
educational reforms or initiatives is captured by the comparison regions’ deviations from their 
baseline trend, which is subtracted out when estimating the effect of the new training. 

This illustrates an important assumption of the CITS design. For the design to accurately 
estimate the causal effect of the redesigned training, the comparison regions’ deviations from 
their baseline trend must represent the deviations from trend that the program regions would have 
experienced had they not attended the redesigned training (“the counterfactual”). To maximize 
the likelihood that this assumption holds true, the study team matched the program regions to 
comparison regions whose CMs had similar outcomes and characteristics as CMs in the program 
regions during the baseline period. Matching based on the outcomes of earlier cohorts of CMs 
makes it more probable that CMs in the program and comparison regions were affected by the 
same contextual factors in the follow-up period. 

In total, 21 TFA regions were included in the CITS analysis: 8 program regions and 13 
comparison regions. CMs in the program regions were trained at the national institute in Tulsa 
and therefore received the redesigned training. The study team selected the comparison regions 
from among the regions whose CMs were trained at one of the other five national institutes in 
summer 2016. To increase the likelihood that the comparison regions’ deviations from their base-
line trend provide the right counterfactual, the team matched each of the program regions to the 
                                                 

16Corrin and Cook (1998). 
17This is also referred to as maturation bias (Shadish, Cook, and Campbell, 2002). 
18This is also referred to as historical bias (Shadish, Cook, and Campbell, 2002). 
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two comparison regions whose baseline cohorts of CMs had the most similar outcomes and char-
acteristics. Because the pool of comparison regions from which to choose was small, the team 
conducted the matching “with replacement,” which means that some comparison regions were 
chosen as the “best match” for more than one program region. Regions chosen more than once 
were given a greater weight in the CITS analysis.19 

Approach 2: Cross-Sectional Program-Comparison Group 
Design (Instructional Strategies Aligned with College and 
Career Standards) 
Data on CMs’ use of standards-aligned instructional strategies — which were measured 

using closed-ended teacher logs — are available only for the 2016 cohort of CMs (the follow-up 
cohort). Therefore, a CITS design could not be used to examine whether the redesigned training 
shows promise for improving teachers’ use of these strategies. Instead, the study team used a 
cross-sectional program-comparison group design to estimate effects on this outcome. This study 
design was used to compare the self-reported instructional strategies used by CMs in the program 
and comparison regions in the 2016 cohort, controlling for CMs’ characteristics.20 

A key limitation of this study design is that it cannot account for differences in prior 
outcomes between the two groups of CMs, nor can it fully control for differences in the local 
context. Therefore, differences in the use of standards-aligned instructional strategies between the 
program and comparison groups should be interpreted with caution because these differences 
could be due to factors other than the effect of the redesigned training. 

Analysis Samples 
This section discusses the samples of CMs included in each type of analysis and their character-
istics, for each group of regions (program and comparison). As noted earlier, the program and 
comparison regions in the evaluation should be as similar as possible in terms of the characteris-
tics and outcomes of the CMs and the schools that they serve. This increases the likelihood that 
CMs in the two groups were motivated and affected by the same factors and that they faced sim-
ilar contextual challenges. This, in turn, makes the comparison regions a more credible reference 
point for the program regions. 

When comparing the characteristics of CMs in the program and comparison regions, the 
size of the difference between the two groups is more important than the statistical significance 
of those differences. A useful rule of thumb is that differences should not exceed an effect size of 

                                                 
19See Appendix D for additional information on the selection of the study regions and Appendix E for in-

formation on the statistical model used. 
20See Appendix E for further information on the statistical model used. 
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0.25.21 An effect size is the difference in values for an outcome measure or characteristic ex-
pressed as a proportion of the standard deviation for that outcome measure or characteristic.22 

Full Study Sample (CITS Design) 
In total, 21 TFA regions were included in the CITS analysis (8 program regions and 13 

comparison regions). From these 21 regions, the CITS analysis included five cohorts of CMs: the 
2012 to 2015 cohorts (the baseline cohorts) and the 2016 cohort (of which some members re-
ceived the redesigned training at the national institute in Tulsa). The full study sample includes 
8,324 CMs across all regions and across all cohorts (an average of about 79 CMs per region per 
cohort). The study team used this sample to examine whether the redesigned training shows 
promise for improving teacher retention rates.23 

Overall, CMs in the comparison regions in the full study sample appear to be a credible 
reference point for the CMs in the program regions. Table 2.3 presents the outcomes of the 2015 
cohort of CMs in the program and comparison regions. These results show that, before the rede-
signed training was launched, CMs in both groups had similar retention rates, as well as similar 
perceptions of the summer training and commitment to teaching. For example, in the fall of the 
second year of their tenure in TFA, about 80 percent of CMs in both groups were still teaching. 
At the end of their first year, both groups “somewhat agreed” that the summer training was valu-
able (an average rating of 4.5 out of 7), and both groups “agreed” that they were committed to 
teaching and educational equity (an average rating of almost 6 out of 7). The magnitude (as an 
effect size) of all baseline differences in this table is less than 0.25. 

Whereas Table 2.3 focuses on the outcomes of a baseline cohort of CMs pre-dating the 
redesigned summer training, Table 2.4 looks at the characteristics of the CMs in the 2016 co-
hort, some of whom received the redesigned training. This table shows that the CMs in the 
program and comparison regions had similar levels of education and preparation before TFA, 
as well as similar demographic characteristics. For example, about 16 percent of CMs in both 
groups majored in an education-related discipline, and 35 percent were the first in their family 
to attend college. About 52 percent of CMs in both groups were persons of color, and about 
three-fourths were women. The magnitude (as an effect size) of all baseline differences in this 
table is less than 0.25. 

  

                                                 
21This benchmark is based on studies showing that quasi-experimental designs are more likely to produce 

biased results when baseline differences exceed this threshold. See Ho, Imai, King, and Stuart (2007). It is also 
the criterion used by the What Works Clearinghouse, which is the clearinghouse for education research hosted 
by the Institute for Education Sciences in the U.S. Department of Education. See What Works Clearinghouse 
(2017). 

22Effects sizes in this section are based on the standard deviation for the pooled sample (program and com-
parison regions combined). 

23Retention records are available for all CMs in the study sample. 
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Program Comparison Estimated Effect
Outcome Regions Regions Difference Size P-Value

Retention
Fall of first year (% of CMs still with TFA) 93.7 96.5 -2.7 -0.13 0.188
End of first year (% of CMs still with TFA) 83.8 87.5 -3.7 -0.10 0.192
Fall of second year (% of CMs still with TFA) 80.2 82.1 -1.9 -0.05 0.504
Number of regions 8 13
Number of corps members 420 887

Perceptions in the fall of first year
Value of the summer training (1-7) 4.72 4.80 -0.08 -0.04 0.691
Commitment to teaching and equity (1-7) 5.83 5.85 -0.02 -0.03 0.687
Number of regions 8 13
Number of corps members 360 781

Perceptions in the middle of first year
Value of the summer training (1-7) 4.62 4.65 -0.03 -0.01 0.905
Commitment to teaching and equity (1-7) 5.67 5.78 -0.11 -0.13 0.217
Number of regions 8 13
Number of corps members 335 746

Perceptions at the end of first year
Value of the summer training (1-7) 4.49 4.53 -0.04 -0.02 0.861
Commitment to teaching and equity (1-7) 5.82 5.89 -0.07 -0.08 0.541
Number of regions 8 13
Number of corps members 331 715

Perceptions in the fall of second year
Value of the summer training (1-7) 4.61 4.68 -0.07 -0.04 0.727
Commitment to teaching and equity (1-7) 5.91 5.93 -0.02 -0.03 0.764
Number of regions 8 13
Number of corps members 328 660

(continued)

Table 2.3

Retention Rates and Teacher Perceptions, by Group,
Last Baseline Cohort, 2015 Cohort
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Table 2.5 presents the characteristics of the 2016 cohort’s teaching placements. As shown 
in this table, the CMs in the program and comparison regions taught similar grade levels and 
subjects, and in many respects they also taught in schools characterized by similarly high levels 
of need. For example, about 96 percent of CMs in both groups taught in a Title I school, and more 
than 80 percent of students in these schools were eligible for free or reduced-price lunch. Overall, 
the schools where CMs were placed also had a high proportion of first-year teachers (about a 
third), and the teachers at these schools had high rates of absenteeism (about 29 percent of teach-
ers). On the other hand, there are also some notable contextual differences between the two groups 
of CMs. For instance, the CMs in the program regions taught in schools where 14 percent of 
students were chronically absent, compared with 21 percent in the comparison CMs’ schools.24 
Students in the program region schools were also somewhat less likely to be eligible for free or 
reduced-price lunch and to be suspended. 

Yet despite these differences, both groups of CMs taught in schools with high levels of 
disadvantage. Therefore, even though some of the differences in school characteristics exceed an 
effect size of 0.25, the comparison regions’ outcome trends may still potentially provide a credible 
counterfactual for the program regions’ trends. As explained earlier, for a CITS design to produce 
an accurate estimate of the effect of the redesigned training, one must assume that the comparison 
regions’ deviation from their baseline trend represents what would have happened in the program 
regions had they not received the redesigned training. For example, if there were a policy change 
or a labor market shock that affected teacher outcomes (perceptions and retention) in 2016, then 
one must assume that this policy change or shock would have similarly affected CMs in the pro-
gram and comparison regions. This may still be a plausible assumption for two reasons. First, 
 

  
                                                 

24These differences do not reflect the effect of the CMs in the program regions on their students, because 
the school characteristics data are for the school years preceding CMs’ placement (either the 2015-2016 or 2013-
2014 school year). 

Table 2.3 (continued)

SOURCES: Teach For America corps member survey and adminstrative records. 

NOTES: The findings in this table are for the 2015 cohort of corps members (CMs), who joined TFA in the year 
before the launch of the redseigned summer institute in summer 2016.

The reported outcome measures are based on survey items with a 7-point agreement scale. The "value of the 
summer training" measure is based on the following question: "Overall, I believe the preparation I received from 
Teach For America prior to starting at my school was valuable in my efforts to become a successful teacher." The 
commitment to teaching and equity measure is a composite created from eight items related to CMs ' beliefs in 
TFA's mission of  ensuring that each child has an opportunity to receive an excellent education, and CMs' beliefs 
in their own capacity to effectively contribute to this mission. 

The values in the columns "Program Regions" and "Comparison Regions" are observed means. Values in the 
"Effect Size" column are the estimated difference divided by the standard deviation for the full sample. Rounding 
may cause slight discrepancies in calculating sums and differences.

A two-tailed t-test was applied to estimated deviations and estimated differences between program regions 
and comparison regions. The statistical significance of estimated differences  is indicated as follows: *** = 1 
percent; ** = 5 percent; * = 10 percent.   
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Program Comparison Estimated Effect
Characteristic Regions Regions Difference Size P-Value

Preparation and skills
Composite application score (1-5) 3.62 3.63 -0.01 -0.02 0.813
Educational attainment (%)
    Bachelor 84.5 86.0 -1.5 -0.04 0.731

Masters 12.5 12.1 0.4 0.01 0.910
Doctorate 1.7 2.0 -0.4 -0.02 0.723
Other graduate degree 0.8 0.2 0.6 0.10 0.132

Major or minor in Education (%) 16.1 15.9 0.2 0.00 0.939
Prospect type (%)

Undergraduate 56.0 60.5 -4.5 -0.08 0.469
Graduate 6.9 5.5 1.5 0.06 0.375
Professional 36.5 34.4 2.1 0.04 0.710

Demographic 
Age at entry into TFA 25.61 25.15 0.46 0.07 0.567
First in family to attend college (%) 35.1 35.3 -0.2 0.00 0.973
Received a Pell grant (%) 48.2 51.7 -3.5 -0.06 0.573
Race and ethnicity (%)

Hispanic 10.9 17.5 -6.5 -0.18 0.401
Black 22.1 22.1 0.0 0.00 0.997
White 44.5 47.4 -2.9 -0.05 0.730
Asian 6.0 3.9 2.1 0.09 0.265
Other 14.5 9.1 5.4 ** 0.16 0.015

Person of color (%) 52.1 51.1 1.0 0.02 0.905
Female (%) 72.8 75.8 -3.0 -0.06 0.460

Number of regions 8 13
Number of corps members 361 815

Table 2.4

Characteristics of the 2016 Cohort,
Full Study Sample

SOURCE: Teach For America administrative records for corps members. 

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the summer 
institute the same year. The findings in this table are for the 2016 cohort of CMs, who joined TFA when the 
redesigned summer institute was launched in summer 2016. The number of CMs represents the total number of 
CMs in this cohort. CMs' characteristics are measured during the application process to TFA. The composite 
application score is based on a 5-point scale measuring CMs' skills in several areas, using information from their 
application materials and interviews.  

The values in the columns "Program Regions" and "Comparison Regions" are observed means. Values in the 
"Effect Size" column are the estimated difference divided by the standard deviation for the pooled sample. 
Rounding may cause slight discrepancies in calculating sums and differences. 

A two-tailed t-test was applied to estimated deviations and estimated differences between program regions and 
comparison regions. The statistical significance of estimated differences is indicated as follows: *** = 1 percent; ** 
= 5 percent; * = 10 percent. 
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Program Comparison Estimated Effect
Placement Characteristic Regions Regions Difference Size P-Value

Grade and subject
Grade level (%)

Lower elementary school 18.5 17.1 1.4 0.03 0.729
Upper elementary school 29.7 22.7 7.0 0.15 0.153
Middle school 27.6 30.1 -2.5 -0.05 0.615
High school 24.0 30.2 -6.2 -0.13 0.237

Subject taught (%)
General education 39.6 27.7 12.0 0.24 0.125
English Language Arts 21.3 23.1 -1.9 -0.04 0.690
Mathematics 17.6 20.1 -2.5 -0.06 0.380
Science 16.2 15.3 0.8 0.02 0.739
Social studies 3.9 6.6 -2.7 -0.10 0.275
World languages 0.7 2.9 -2.2 -0.13 0.127
Other 1.2 3.5 -2.3 -0.13 0.272

School
School size and type

Total enrollment 763.27 699.10 64.16 0.11 0.617
Title I school (%) 95.7 96.7 -1.0 -0.05 0.778
Magnet school (%) 25.5 6.7 18.82 * 0.51 0.054
Charter school (%) 23.2 33.0 -9.8 -0.21 0.421

Staffing (%)
First-year teachers at the school 36.3 28.3 8.0 0.28 0.388
Teacher absences (10 or more per year) 37.7 24.8 12.9 * 0.52 0.059
Certified 97.3 90.3 7.0 0.37 0.141

School location (%)
Urban 58.3 70.6 -12.3 -0.25 0.404
Suburban 33.9 19.2 14.8 0.34 0.181
Town 2.0 5.5 -3.5 -0.16 0.583
Rural 5.2 4.7 0.5 0.02 0.914

(continued)

Table 2.5

Characteristics of First-Year Teaching Placements, 2016 Cohort,
Full Study Sample
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CMs in the program and comparison regions were both working in high-poverty disadvantaged 
schools. Second, earlier cohorts of CMs in the program and comparison regions had very similar 
retention rates and survey outcomes before the redesigned summer training was launched (as 
shown in Table 2.3).25 This, in turn, makes it more likely that the comparison regions’ deviations 
from their baseline trend may potentially provide a plausible counterfactual for the program re-
gions’ deviations from trend in the absence of the redesigned training. 

                                                 
25The program and comparison regions also have similar baseline trends in teacher outcomes. The size and 

direction of the slope for these baseline trends are similar for the two groups of regions. 

Program Comparison Estimated Effect
Placement Characteristic Regions Regions Difference Size P-Value

Students (%)
Chronically absent 13.9 21.4 -7.5 -0.35 0.152
Retained 3.6 5.7 -2.1 * -0.33 0.091
One or more in-school suspensions 7.6 9.2 -1.5 -0.12 0.472
One or more out-of-school suspensions 11.4 16.6 -5.2 -0.36 0.102
Free or reduced price lunch 81.5 86.3 -4.9 -0.28 0.222
English as a second language 16.1 15.4 0.7 0.04 0.896
Individualized Education Plan 10.8 12.1 -1.4 -0.19 0.416
Race and ethnicity

Hispanic 33.7 42.4 -8.7 -0.24 0.537
Black 46.0 46.1 -0.1 0.00 0.996
White 12.9 6.4 6.5 0.54 0.118
Asian 2.6 2.2 0.5 0.09 0.771
Other 4.6 2.9 1.8 0.36 0.316

Female 48.6 49.0 -0.5 -0.07 0.429

Number of regions 8 13
Number of corps members 361 815

Table 2.5 (continued)

SOURCES: Teach For America administrative records for corps members, Common Core of Data (school year 
2015-2016), and Office of Civil Rights Data Collection (2013-2014).

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the summer 
institute the same year. The findings in this table are for the 2016 cohort of CMs, who joined when the redesigned 
summer institute was launched in summer 2016. The number of CMs represents the total number of CMs in this 
cohort. CMs' placement characteristics are measured  in the fall of their first year of teaching.

The values in the columns "Program Regions" and "Comparison Regions" are observed means. Values in the 
"Effect Size" column are the estimated difference divided by the standard deviation for the pooled sample. 
Rounding may cause slight discrepancies in calculating sums and differences.

A two-tailed t-test was applied to estimated deviations and estimated differences between program regions 
and comparison regions. The statistical significance of estimated differences is indicated as follows: *** = 1 
percent; ** = 5 percent; * = 10 percent.   
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Survey Sample (CITS Design) 
Whereas retention records were available for all CMs, not all CMs completed the TFA 

surveys that the study team used to measure CMs’ perceptions of the training and their commit-
ment to teaching. Therefore, the team estimated the effect of the redesigned training on these 
outcomes based on the survey sample, defined as the subset of CMs for whom there were data on 
the two confirmatory survey outcomes for a given survey wave. Depending on the wave, the 
survey sample ranges from 6,305 to 7,325 CMs across all regions and across all five cohorts (an 
average of 60 to 70 teachers per region per cohort). These CMs represent 72 to 93 percent of the 
full study sample, depending on the wave and cohort.26 As in the full study sample, the outcomes 
and characteristics of CMs in the survey sample were similar for the program and comparison 
regions, except for the already-noted differences in the characteristics of CMs’ placement 
schools.27 

Teacher Log Sample (Cross-Sectional Difference Design) 
The teacher log sample was used to examine whether the redesigned training shows 

promise for increasing CMs’ use of instructional strategies that are aligned with college- and 
career-readiness standards. The sample includes the subset of CMs in the 2016 cohort who were 
teaching ELA, mathematics, or general education and who completed at least one closed-ended 
log during the year. The log sample includes 334 CMs (119 CMs in the program regions and 215 
CMs in the comparison regions). These CMs represent 40 percent of CMs in the study regions 
who were teaching ELA, mathematics, or general education (45 percent in the program regions 
and 40 percent in the comparison regions).28 

For the purposes of the analysis, the study team divided the log sample by content area 
(ELA, mathematics). There are 225 CMs in the ELA sample and 231 CMs in the math sample; 
CMs teaching general education are included in both samples. In each subsample (ELA and 
math), an average of 11 CMs per region completed the logs, and each teacher completed eight 
logs in the relevant content area on average.29 

When completing a closed-ended log, CMs were asked to focus on a randomly selected 
student and to report on the characteristics of the selected focal student. Table 2.6 shows that the 
 

  

                                                 
26The differential attrition rate among program regions does not exceed 10 percent for any cohort or survey 

wave. See Appendix B for survey response rates. For the survey outcomes, the study meets the What Works 
Clearinghouse standards for low attrition based on the liberal boundary used by the clearinghouse’s review pro-
tocol for teacher training studies (What Works Clearinghouse, 2016). 

27See Appendix B for the outcomes and characteristics of teachers in the survey sample. 
28See Appendix C for further information on response rates for the logs. About 58 percent of eligible CMs 

consented to completing the logs; among CMs who consented, about 70 percent completed at least one closed-
ended log and were included in the log sample. 

29On average across the entire log sample, teachers completed 74 percent of the closed-ended logs they were 
sent during the year. 
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focal students taught by the CMs in the program and comparison regions were very similar with 
respect to performance levels and academic needs.30 

As in the full study sample, CMs in the program and comparison regions in the log sample 
also had similar demographic characteristics and experiences before joining TFA, but they dif-
fered with respect to some of the characteristics of the schools where they taught.31 The statistical 
analysis controlled for these measurable differences in school characteristics, but the adjustment 

                                                 
30All baseline differences in this table are less than 0.25 as an effect size. 
31See Appendix B for the outcomes and characteristics of teachers in the log sample. 

Program Comparison Estimated Effect
Characteristic Regions Regions Difference Size P-Value

Individualized Education Plan (%) 14.7 15.5 -0.8 -0.02 0.770
Received same instruction as peers today (%) 92.5 91.5 1.0 0.03 0.574
Performance level (%)

Lower third 28.9 30.0 -1.1 -0.02 0.634
Middle third 39.6 38.5 1.1 0.02 0.665
Upper third 31.8 31.5 0.3 0.01 0.901

Number of minutes spent on focal subject today 74.98 70.25 4.73 0.13 0.233

Number of regions 8 13
Number of corps members 119 215
Number of logs 1,367 2,340

Table 2.6

Characteristics of the Focal Students, Teacher Log Sample

SOURCE: Closed-ended teacher logs administered by MDRC.

NOTES: Online teacher logs were administered to corps members (CMs) in the 2016 cohort in the program and 
comparison regions. CMs teaching English Language Arts (ELA), mathematics, or general education in the first 
year of their teaching placement were eligible for the logs. Closed-ended logs were sent to eligible and consenting 
CMs every two weeks during the school year (15 weeks total). The instructional items in the logs differ by level 
(lower and upper grades) and by content area (ELA and mathematics). Secondary school teachers, as well as 
elementary school teachers in departmentalized schools, were sent the log for their content area and level every 
two weeks (about once per month). Elementary school teachers teaching both content areas (general education 
teachers) were sent the ELA log or the math log every two weeks, with the content area alternating between logs 
(about one log per content area per month). A CM is included in the log sample if the CM completed at least one 
log during the school year. 

At the start of each log, teachers were given a randomly selected letter of the alphabet and asked to report on 
their instructional practices with a focal student whose name starts with that letter (or the closest letter) on a 
particular day that week. Teachers were also asked to report on the characteristics of the selected focal student. 
The values in the columns "Program Regions" and "Comparison Regions" are the observed  mean characteristics 
of these students, as reported by teachers in the log sample. Values in the "Effect Size" column are the estimated 
difference divided by the standard deviation for the full sample. Rounding may cause slight discrepancies in 
calculating sums and differences.

A two-tailed t-test was applied to estimated differences between program regions and comparison regions. The 
statistical significance of estimated differences is indicated as follows: *** = 1 percent; ** = 5 percent; * = 10 
percent. 
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may not have accounted for other unobserved differences in school context between the two 
groups of CMs that could have been confounded with the causal effect of the redesigned training. 
Thus, the findings pertaining to the effect of the redesigned training on CMs’ use of standards-
aligned strategies should be interpreted with caution.  

A further limitation is that a high proportion of eligible CMs did not complete the logs.32 
CMs in the log sample differed from the CMs who did not complete the logs with respect to 
certain characteristics; if the effect of the redesigned training depends on these characteristics, 
then the findings for CMs in the log sample may not generalize to the effect for CMs who did not 
participate.33 

 

                                                 
32This is considered “high attrition” based on the What Works Clearinghouse standards (What Works Clear-

inghouse, 2017). 
33CMs in the teacher log sample and CMs who were eligible for the logs but did not participate had similar 

application scores and they taught in schools with similar characteristics. However, CMs in the log sample were 
younger (25 years old, compared with 26 years old for nonparticipating CMs), less likely than nonparticipating 
CMs to have been a person of color (42 percent, compared with 57 percent), and less likely to have received a 
Pell grant (45 percent, compared with 53 percent). 
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Chapter 3 

Implementation of the Redesigned Summer Training 

This chapter examines the implementation of the redesigned summer training piloted in 2016 at 
the national institute in Tulsa. The first section starts by discussing how the lead instructors and 
coaches in both Tulsa and the comparison institutes were themselves taught to deliver training to 
corps members (CMs) and the extent to which they felt prepared for their roles. The second sec-
tion discusses the degree to which the Learning Cycle, instructional activities, and the core prac-
tices were used by the lead instructors and coaches in Tulsa. As further context for interpreting 
the implementation findings, key differences between the experiences of CMs trained at the na-
tional institute in Tulsa and those trained at the other national institutes are included in the chapter. 
The following are the main findings discussed in this chapter: 

● At the national institute in Tulsa, the lead instructors felt prepared to teach via 
the Learning Cycle, while the coaches did not feel prepared for their role. The 
lead instructors and coaches in the comparison institutes felt more prepared for 
their responsibilities than their counterparts in Tulsa. 

● Lead instructors in Tulsa used the first two quadrants of the Learning Cycle to 
train CMs, but their use of the core practices was minimal. 

● Similar to new teachers generally (not just TFA), CMs in Tulsa and in the 
comparison institutes felt that their training did not lead them to feel very pre-
pared to teach in the fall. 

The findings discussed in this chapter draw from observations that the study team con-
ducted at TFA staff training conferences, during Learning Cycle and coaching sessions in Tulsa, 
and in CMs’ summer school classrooms in Tulsa, as well as from focus groups with lead instruc-
tors, coaches, and CMs in both Tulsa and comparison institutes at the end of the summer program. 
See Table 3.1 for a breakdown of data collected. 

Training for Lead Instructors and Coaches at the National 
Summer Institutes 
The 2016 national institute in Tulsa was redesigned to enhance the rigor and the relevance of the 
summer training CMs received. For more than 20 years, the training at the national institutes 
consisted of training CMs in best teaching practices and then having them apply those best prac-
tices to teaching summer school independently. For instance, the best practice for giving students 
clear directions might have been explained or modeled to CMs before having them try it out in 
their classrooms. The redesigned training in Tulsa, on the other hand, called for CMs to learn how 
to give students clear directions by practicing how to do so in authentic situations. For example, 
CMs might have been asked to rehearse giving students clear directions within the context of a 
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lesson on Choral Counting. The redesigned training incorporated several “andragogies,” or train-
ing methods and practices meant specifically for adult learners, as part of the Learning Cycle, 
while the student curricula that CMs received were aligned with rigorous content standards and 
grounded in culturally relevant pedagogy. 

When TFA, in partnership with the University of Washington, introduced the redesigned 
training at the regional institute in Chicago in summer 2014,1 expert staff members from both the 
university and TFA delivered the training. The circumstances at the national institute in Tulsa in 
2016 were very different: TFA alone implemented the program, the program served many more 
CMs than the institute in Chicago, and the teacher training staff was made up mainly of part-time 
TFA alumni who also work as full-time teachers, principals, and other education staff, and who 
have limited experience coaching adults (as opposed to full-time TFA expert staff members). 2 
Therefore, to prepare for the pilot in Tulsa, all summer staff members underwent extensive train-
ing from TFA, with much of the time devoted to internalizing the new curriculum and the instruc-
tional activities. For TFA, this meant both redesigning the training program for TFA staff in Tulsa 
and increasing the amount of training it provided. 

The Role of Lead Instructors and Coaches 
The Tulsa and the comparison institutes had lead instructors and coaches who were re-

sponsible for training CMs how to teach. The majority of them were TFA alumni. Typically, lead 
instructors have about three to six years of teaching experience, while coaches have about one to 
four years of experience. TFA sought out the strongest, most experienced lead instructors for 
Tulsa. To do so, TFA included more full-time TFA staff members in Tulsa than it typically does 
at other national institutes. It also made the job application process more rigorous than the process 
at the comparison institutes. Those applying for lead instructor positions in Tulsa were asked to 
submit a teaching demonstration video along with their application. TFA gave the applicants 
feedback about their videos, and as part of the selection process, TFA staff members discussed 

                                                 
1The methods used to train CMs in Chicago and later in Tulsa trace their origins to the Teacher Education 

by Design (TEDD), a project of the University of Washington’s College of Education. 
2The majority of the teacher training staff worked as teachers or in other roles in a school district during the 

school year. 

Tulsa Corps Tulsa Comparison
Members Comparison Lead Lead Tulsa Comparison

(CMs) CMs Instructors Instructors Coaches Coaches

Focus groups 8 15 4 2 6 5

Observations 17 N/A 17a N/A 5 N/A

 Number of Qualitative Research Activities Conducted, by Data Source

Table 3.1

Research
Activity

SOURCE: Classroom observations conducted by MDRC. 

NOTES: aSeveral other sessions were observed but they addressed special topics, and the Learning Cycle was 
not used.
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this feedback with each applicant. In contrast, applicants for lead instructor positions at compari-
son institutes were not asked for such videos. 

In Tulsa, lead instructors were responsible for the daily planning and facilitation of the 
Learning Cycle sessions. TFA offered lead instructors some guidance on particular sessions, but 
for the most part the lead instructors relied on their own training and expertise to run their sessions. 
Coaches floated between Learning Cycle sessions, jumping in to help where needed. For exam-
ple, coaches helped lead instructors by playing the role of either the teacher or a student during 
the “modeling to decompose” component of Quadrant 1. Alternatively, the lead instructor and 
coach(es) spread out to give individual or group support to CMs who were planning or rehearsing 
a lesson. 

In addition to their support role in Learning Cycle sessions, coaches were assigned a small 
group of CMs teaching the same grade and content, with whom they worked throughout the pro-
gram. Coaches met with their groups at their assigned summer school teaching site when CMs 
were neither teaching nor attending social justice seminars. During the first week of the institute, 
TFA went over generally with coaches what topics or activities they should cover with CMs, but 
thereafter the coaches used the coaching time to respond to the groups’ particular needs. For in-
stance, CMs could use the time to plan and rehearse lessons, reflect on their teaching, and learn 
about topics such as lesson planning or using student data. In addition, coaches observed and 
videotaped CMs teaching their summer school classes both to identify where CMs needed sup-
port and to have recordings for the CMs to use to engage in analysis and reflection of their practice 
by watching videos during Quadrant 4 of the Learning Cycle. 

The responsibilities of the lead instructors and coaches at the comparison institutes dif-
fered from those at the institute in Tulsa. For staff at the comparison institutes who had previously 
worked at a TFA institute, the model in 2016 was quite familiar to them and thus did not represent 
a radical departure in their training. The lead instructors at the comparison institutes were respon-
sible for leading professional development sessions that CMs attended each afternoon on topics 
related to lesson planning, executing lessons, classroom management, and diversity and inclu-
siveness. TFA staff members in comparison institutes designed the professional development ses-
sions in advance, but lead instructors customized them. Coaches, on the other hand, were expected 
to observe a group of CMs assigned to them in their summer school classes several times a week 
and provide written and verbal feedback to CMs in groups and one-on-one when they were not 
teaching or attending sessions, to provide additional support for their development. 

Preparedness of Lead Instructors and Coaches 
The Tulsa lead instructors participated in extensive training and completed assignments to prepare 
for their roles at the institute. All together, they attended five weekend-long training conferences 
instead of the usual four. Lead instructors began their training by attending a weekend conference 
in January 2016 specifically geared toward them, followed by a weekend leadership conference 
in March 2016. At these conferences, lead instructors had the opportunity to experience the in-
structional activities and the core practices through the Learning Cycle as learners (that is, they 
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role-played as CMs). TFA wanted lead instructors to begin their training in this way to deepen 
their learning by making it more authentic, believing it would instill in the instructors a sense of 
empathy for their future CMs and encourage them to take a more CM-centered approach to teach-
ing. For the remainder of their training, lead instructors led Learning Cycle sessions in which 
coaches were the learners. This gave lead instructors the opportunity to further deepen their un-
derstanding of how to use the Learning Cycle to train CMs. This training occurred at conferences 
held on weekends in March (virtual and in addition to the previously mentioned March confer-
ence in March), April, and May, as well as during the week immediately before the summer in-
stitute in Tulsa began. Lead instructors were also asked to enact instructional activities in their 
own classrooms and to meet virtually with other lead instructors to discuss what they were learn-
ing to ensure a continual arc of development between conferences. 

The four core practices central to the redesigned model were emphasized and discussed 
with the lead instructors throughout their training. Lead instructors were asked to incorporate 
these core practices into the lessons they were developing and practicing for teaching through the 
Learning Cycle. However, the lead instructors were allowed to use their own judgment about 
which and how many core practices to feature in their lessons. 

The coaches attended the same training sessions as the lead instructors, beginning with the 
virtual conference in March. As mentioned above, the coaches experienced the Learning Cycle as 
learners, but they never had the opportunity to practice delivering the training. Thus, they did not 
have the benefit of the deeper learning that comes from that experience. The majority of coach-
specific training was condensed to a brief window shortly before the institute training began. 

Lead instructors and coaches at the comparison institutes also received training before 
the summer institute began. Lead instructors participated in training at four weekend-long con-
ferences between March and May 2016, while coaches participated in two of these. Their training, 
as described by TFA, focused on “orienting staff to the vision of their roles, institute goals, and 
some skill-building and practice.” The training was not redesigned as significantly as the Tulsa 
training was in 2016, although TFA makes improvements to institutes from one year to the next. 

How Prepared the Lead Instructors and Coaches Felt 
The lead instructors in Tulsa generally began the program feeling confident in their 

ability to train CMs via the Learning Cycle. They had had several opportunities to practice for 
their role in the months preceding the institute training. Soon after the institute training began, 
however, some of their confidence waned. The student curricula that they were training CMs 
to use was grounded in culturally relevant pedagogy. Although the lead instructors still felt 
good about using the Learning Cycle, they had not anticipated the issues and questions that 
came up organically during the session relevant to social injustices and inequity in education 
as a result of the curricula. They did not feel prepared for those conversations, as it was their 
understanding that culturally relevant pedagogy training was the responsibility of the social 
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justice seminar leaders.3 Some of the lead instructors thought it might have been helpful to have 
time to plan with the social justice seminar leaders, but the organization of the institute made it 
logistically difficult for the lead instructors and the social justice seminar leaders to meet to 
plan together; seminar leaders taught CMs at the summer school teaching sites in the morning, 
while lead instructors taught at the institute hub in the afternoons. 

Coaches in Tulsa were not satisfied with the training they received before the institute 
training began. Among the issues they raised were that they received too little training, too late, 
and that experiencing the new model from only the perspective of a learner was unhelpful as it 
did not allow them to practice coaching with the redesigned model in mind. They thought that the 
training did not equip them with coaching strategies, nor did it explain the benefit and intent of 
the model or what their role was within the model. They did, however, feel well versed in the 
instructional activities that they were taught by the lead instructors during the lead instructors’ 
practice sessions and that CMs would rehearse and teach to their summer school students. 

The majority of the coaches in Tulsa reported in focus groups that they were generally 
unclear about what their role at the institute was supposed to be, as the redesigned model 
brought about a shift in expectations. They had expected to work with CMs on a one-on-one 
basis, which was what coaches in the comparison institutes did. However, the redesigned train-
ing called for coaches to work with CMs in a group setting in which they would work in Quad-
rants 2 and 4 of the Learning Cycle and cover topics such as lesson planning, data management, 
and so on in the morning at the summer school sites. In the afternoons, they were asked to float 
between Learning Cycle sessions and assist the lead instructors as needed. As they had only 
experienced the Learning Cycle as learners, many did not feel prepared to lead group coaching 
related to Quadrants 2 and 4. They were also unsure about their role in the Learning Cycle 
sessions. In the comparison institutes, coaches worked all day at a summer school site and re-
ported to a TFA school director, who held them to account. In Tulsa, however, they began their 
days at a summer school site and then had to travel to the TFA hub in the afternoons. They were 
not sure if the lead instructor, the school director, someone else, or all of them were holding 
them to account, and they did not know for what they were being held accountable. Similarly, 
lead instructors did not know what they could ask of the coaches. There was not enough time 
for lead instructors and coaches to plan together, so coaches were not sure how they were sup-
posed to support the CMs or assist the lead instructors. 

Because the Tulsa coaches had only experienced the Learning Cycle and the instructional 
activities with embedded core practices as learners and did not receive explicit instructions on 
how to support CMs in these areas, some coaches reverted to their own coaching methods, such 
as providing one-on-one coaching (as in the traditional model), sometimes in lieu of group coach-
ing (as in the redesigned model). 

                                                 
3In fact, the content that was supposed to be covered in the social justice seminars was very different from 

what was supposed to be covered in sessions on culturally relevant pedagogy. This was a course of some confu-
sion among many of the teacher training staff. Social justice seminars covered issues of identity and privilege 
while culturally relevant pedagogy was specific to the classroom. 
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Lead instructors and coaches in the comparison institutes did not express the same dis-
satisfactions with their training. It was very similar to previous trainings for those who had been 
lead instructors, coaches, or both for TFA in the past. And it was familiar to most of them, as they 
had received similar training when they were CMs. 

Although the Tulsa coaches felt ill prepared, CMs who attended the institute in Tulsa often 
described their coach as their “go-to” person outside of class or as someone who helped them with 
specific teaching issues. CMs at the comparison institutes felt similarly about their coaches. 

Implementation of the Learning Cycle, Instructional Activities, 
and Core Practices During the Institute Training in Tulsa 
The study team visited the institute in Tulsa at two separate points in time during summer 2016 
to conduct observations of Learning Cycle sessions and of CMs teaching their summer school 
classes.4 A third visit, during the fifth (last) week of institute training, was devoted to focus 
groups. 

Learning Cycle 
The study team observed Learning Cycle sessions during the first and third weeks of the 

institute training. Of the 17 sessions observed, 11 occurred during the first week, and the remain-
ing 6 occurred during the third week.5 The team used six different versions of the Learning Cycle 
observation protocol — one for each of the andragogies within the quadrants.6 The main function 
of the protocols was to capture the use of the andragogies, the instructional activities, and the core 
practices central to the model during each session. Any given session might have included several 
andragogies, and thus several versions of the observation protocols were used for each session. 
For instance, in a single session, an instructional activity could be modeled, modeled to decom-
pose, and then rehearsed by CMs. 

Table 3.2 shows the breakdown of the andragogies that were in play, by content, during 
the 17 Learning Cycle sessions the study team observed. While many Learning Cycle sessions 
were not observed at all, the results strongly suggest that Quadrant 4, in which CMs have an 
 

  

                                                 
4The study team observed too few coaching sessions to report on them. Since these sessions occurred during 

summer school classes, a choice was made to prioritize observations of CMs over those of coaches. 
5During each Learning Cycle time slot, different sessions were held for CMs specializing in English lan-

guage arts or math. Within these two subject areas, sessions were further divided by grade level wherein there 
were three elementary grade-level sessions and three secondary grade-level sessions happening concurrently, for 
a total of six different sessions occurring during any given time slot. MDRC observers split their time roughly 
evenly across subject areas and grade levels. The 17 observations occurred during 10 time slots. There were also 
science Learning Cycle sessions but they were not the focus of the study. 

6These andragogies are modeling, modeling to decompose, planning, rehearsing, microteaching, and video 
professional learning community or analyzing student work. 
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opportunity to reflect on their teaching, was rarely used in sessions. Lead instructors were rarely 
observed using video professional learning communities and never observed analyzing student 
work. However, lead instructors in the observed session spread their use of the andragogies evenly 
in the first two quadrants.7 

Seventy percent of the time in Learning Cycle sessions was spent on the andragogies. 
The remainder of the time was spent discussing logistics (reviewing session agendas, clarifying 
when different activities were happening, and so on) and teaching-related topics (instructional 
concepts, the appropriateness of particular texts, and so on). As might be expected given the new 
program, many logistical issues and questions about the curricula arose and had to be worked out. 
Lead instructors, and especially coaches, reported that as the institute training went on, they in-
creasingly made decisions about how to spend their time, during Learning Cycle sessions and 
other times, by responding to CMs’ specific needs. For instance, while a lead instructor may have 
planned for CMs to model an instructional activity on a certain day, the instructor may have de-
cided to let CMs use that time to refine the next day’s lesson plans instead. 

In general, CMs had mixed responses to the Learning Cycle. For example, CMs in five 
out of eight focus groups in Tulsa felt that modeling and rehearsing were not very helpful because 
they were not realistic. (That is, the CMs acting as “students” were actually well-behaved adults 
who did not act up or disrupt the classroom.) While CMs in comparison institutes were not ex-
plicitly exposed to the Learning Cycle concept, their lead instructors might have modeled lessons 
on occasion to teach specific skills if they thought that it would have been helpful, and in some 

                                                 
7Lead instructors and coaches had some conflicting ideas related to two of the andragogies (rehearsing and 

microteaching) in Quadrant 2. 

Pedagogy ELA Math Total

Quadrant 1
Modeling 5 3 8
Modeling to decompose 4 3 7

Quadrant 2
Collaborative planning 4 2 6
Rehearsing or microteaching 4 3 7

Quadrant 4
Video professional learning community 2 0 2
Analyzing student work 0 0 0

Number of observations 10 7 17

SOURCE: Classroom observations conducted by MDRC.

Pedagogies of Focus During the Learning Cycle Sessions, by Content Area
Table 3.2
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cases, they may have asked CMs to rehearse in front of their peers. However, these activities were 
not a requirement of the comparison institute training. CMs in comparison focus groups did not 
share many of the same criticisms of modeling as CMs in the Tulsa group. For example, they 
generally did not describe the modeling they were exposed to as “unrealistic” and did not think 
too much time was spent on modeling. This is most likely a function of the greater amount of 
time that lead instructors in Tulsa spent modeling, as called for in the redesigned training. 

Another reflection that CMs in some focus groups had about the Learning Cycle was that 
they often found themselves rehearsing for each other without the benefit of feedback from an 
experienced educator. At the same time, CMs reported that rehearsal was often useful simply for 
the opportunity to hear themselves verbalize the lesson. 

TFA has operated without a major overhaul for more than 20 years, and many CMs arrive 
at the institute having heard from alumni and TFA about what to expect. A reason that the CMs 
did not embrace the Learning Cycle wholeheartedly may have been that the new training model 
did not match their expectations of what the institute would be like. Coaches, though more aware 
of the major changes, also seemed to struggle with the new model, as it was so different from 
what they had experienced as CMs (and in some cases as prior institute staff members), and they 
sometimes reverted to the traditional model. This wavering between models probably added to 
CMs’ confusion. Instead of seeing the Learning Cycle as a platform for observing, practicing, and 
discussing teaching decisions that could apply in multiple circumstances, as some lead instructors 
understood it, some CMs reported in focus groups as seeing it more as a set of disconnected, not 
always relevant examples of what they might do in their own classrooms. 

Instructional Activities 
As described in Chapter 1, the instructional activities are content-based learning activities de-
signed to be routine and simple enough for new teachers to implement while teaching to rigorous 
content standards. Their simplicity and rigor make them a strong vehicle for lead instructors and 
coaches to train CMs how to teach according to the core practices and for CMs to practice teach-
ing in their summer school classes. 

The study team observed lead instructors, coaches, and CMs using some of the instruc-
tional activities. Due to the timing of the majority of Learning Cycle observations and of summer 
school teaching (weeks 1 and 3 of the institute training), not all of the instructional activities were 
observed.8 The most observed instructional activity was “the interactive read-aloud,” in which 
teachers read text with a group of students at any grade level and have a focused discussion around 
the key ideas and details in the text. Other instructional activities observed included “Quick Im-
ages” in elementary mathematics and “4 Corners,” in which the corners of the room represent 
Strongly Agree, Agree, Disagree, and Strongly Disagree and students have to align themselves 

                                                 
8TFA adopted several instructional activities from the University of Washington. These can be found at 

tedd.org 
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in reaction to a statement of opinion about a math problem or text.9 In place of some content-
specific instructional activities during the first week, CMs teaching elementary school students 
learned routines to begin and end each day with their students. CMs teaching in secondary school 
learned “Starting 7,” a protocol that describes what teachers should be doing during the first seven 
minutes of class. 

The study team’s main interest in observing instructional activities was to see how TFA 
training staff members and CMs were able to use them as a vehicle for getting at the core prac-
tices. The following section describes how they did so. 

Core Practices 
The core practices consist of strategies and routines that teachers can use to establish a productive 
learning environment, to enhance classroom dialogue, to engage students in the content, and to 
help students make meaning of the content.10 For instance, Choral Counting is an instructional 
activity in which the teacher leads children in counting aloud together by a given number. While 
this activity may appear to be straightforward, as described in Chapter 1, a lot goes into making 
sure that the activity provides an opportunity for all students to engage in high-level thinking and 
to discuss this thinking with the class. This is where the core practices come into play. 

In the case of Choral Counting, the teacher must deliver clear directions (student- 
centered directions), a strategy that falls under the core practice creating and maintaining a 
productive learning environment. Students need to understand what it means to count by a cer-
tain number and what their role is in the activity — when to count, when to pause, and how to 
signal to the teacher that they know why a particular number comes next in the series when 
asked. When asked why a particular number comes next, students need to feel that they can 
make mistakes — take academic risks — and this can only happen if the teacher has nurtured 
a culture of respect and safety, for instance, by having them discuss their thoughts with a peer 
before answering a question in front of the whole class (positioning students as competent 
sensemakers). For the activity to proceed smoothly, the teacher needs to build excitement, while 
simultaneously recognizing and reinforcing positive student behaviors and making decisions 
about how and when to redirect students who are off task (creating and maintaining a produc-
tive learning environment). Thus, the core practices guide the many decisions that teachers 
make to support their students in the learning process. 

Lead instructors were directed to use their own judgment regarding which and how many 
core practices to feature in any given session. In addition, the lead instructors were not given 
specific instructions about how and when to incorporate the core practices into their sessions. 
Thus, the use or mention of the core practices varied considerably across Learning Cycle sessions. 

                                                 
9Teacher Education by Design (n.d.) 
10Core Practice Consortium (n.d.) 
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 Table 3.3 shows, by content area, the extent to which the core practices were mentioned 
during Learning Cycle sessions. The use of the word “mentioned” in the above sentence is inten-
tional — connections made between the teaching of the instructional activities and the core prac-
tices were quick or perfunctory and usually made only at the beginning of the sessions. Core 
practices rarely came up in relation to specific strategies or routines once the sessions began. As 
shown in Table 3.3, the core practices were not mentioned at all in slightly more than half of the 
17 sessions observed, while in some sessions more than one core practice was mentioned. Creat-
ing and maintaining a productive learning environment came up twice as many times (eight) as 
any other core practice, and no mentions of teaching with society in mind were made. 

It is not surprising that creating and maintaining a productive learning environment 
was the most often mentioned core practice and that the mention of the core practice teaching 
with society in mind (promoting equitable participation in the classroom; challenging social 
narratives that marginalize and oppress; understanding how identity, power, and privilege affect 
interactions with students; and so on) was not observed. The strategies and routines that together 
help create a productive environment are the concrete actions that teachers readily understand 
and know they should do right away — reinforce positive student behaviors, learn how to pro-
nounce students’ names correctly, give students clear directions, and so on. It may not have 
been as clear to a novice instructor how one would promote equitable participation in the class-
room or challenge social narratives. Additionally, lead instructors did not cover teaching with 
society in mind because they thought that that was the responsibility of the social justice seminar 
leaders. Lead instructors in some of the focus groups in Tulsa shared that they did not feel 
prepared to train CMs on issues of diversity and social inequity and how they affect teaching. 
They also noted that the structure of the institute did not allow for time when they could meet 
and plan together with the social justice seminar leaders, whom they saw as the ones responsible 
for covering those issues. 

Core Practice ELA Math Total

Creating and maintaining a productive learning environment 6 2 8

Teaching toward an instructional goal 4 0 4

Positioning students as competent sensemakers 3 `1 3

Teaching with society in mind 0 0 0

No core practice mentioned 4 5 9

Number of observations 10 7 17

SOURCE: Classroom observations conducted by MDRC.

Table 3.3

by Content Area
Extent to Which Core Practices Were Mentioned During Learning Cycle Lessons,
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In addition to the low number of times that the core practices were mentioned in observed 
sessions, the way in which they were mentioned also turned out to be an issue. Rather than focus-
ing on any one particular core practice during a Learning Cycle session, instructors, coaches, and 
CMs seemingly randomly referenced core practices as they came up organically in a session. 
Since teaching is complex, this meant that, in any given Learning Cycle session, instructors, 
coaches, and CMs hypothetically could have pointed out and discussed many examples of each 
of the core practices. Although, as noted, core practices were not mentioned frequently, when 
they were mentioned, it appears to have been at the discretion of the lead instructor and there was 
never a focus on any one particular core practice. In other words, CMs did not have the oppor-
tunity to delve into any one of the core practices and explore the various ways that it could be 
expressed. Instead, what they received were disconnected examples of strategies and routines that 
could lead to the enactment of a mix of core practices. 

Below are some typical examples from classroom observations conducted by the study 
team of CMs using the core practices while teaching during the third week of institute training. 
As expected, CMs more often implemented practices associated with creating and maintaining 
a productive learning environment, and, when they did, they usually did so at a very concrete and 
basic level. 

Creating and Maintaining a Productive Learning Environment 
● Recognizing the positive: CMs regularly recognized and reinforced positive 

student behaviors and choices. CMs did use strategies such as giving points to 
groups that finished first, asking the class to applaud a student for coming up 
to the board to solve a problem, and verbally praising specific actions (for ex-
ample, with statements such as “I like that you’re working diligently” and 
“Jose is indicating he is done by giving a thumbs up”), though CMs more con-
sistently gave nonspecific praise (for example, “that’s exactly right,” “perfect,” 
“good job”). At times, the approach CMs took was to react to negative behav-
iors and choices (for example, saying “stop whistling” or “sit up”). CMs were 
also regularly seen giving positive recognition for academic achievement. In 
rare cases, CMs were so enthusiastic about praising students that they praised 
all responses, even when they were inaccurate. 

● Sharing procedural and academic expectations: CMs varied in their attempts 
to let students know what was expected of them. When it came to giving pro-
cedural directions, some CMs were very clear. They asked students to raise 
their hands if they needed help, restate in their own words what exactly the 
class was supposed to be doing, provide a thumbs up, and so on. Other times, 
the directions were not as clear or were provided inconsistently or infrequently. 
However, when it came to setting out expectations about how to engage in 
academic tasks, such as discussing ideas with their “turn and talk” partner or 
looking for evidence in the text, the directions were very basic, and students 
did not have a sense of what was being asked of them. For example, in one 
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math classroom, a CM asked the students to “match the scenario with the equa-
tions.” It was clear that some students were not listening when the directions 
were given, but the CM did not ask anyone to reiterate directions and did not 
follow up and make sure students understood what they were supposed to be 
doing. In another math classroom, a CM asked students to get up from the 
classroom rug and work at their desks, instructing them to “go measure objects 
in this drawing using cubes.” 

Teaching Toward an Instructional Goal 
● Verbalizing and/or posting lesson objectives and instructional goals: This be-

havior was rarely observed. In a couple of classrooms, lesson objectives were 
posted on the smartboard either throughout the entire lesson or temporarily as 
the lesson began. In one classroom, a CM reminded students what they should 
have been doing during the lesson as it unfolded, but the information was not 
posted anywhere or clearly stated from the start of the lesson. In another class-
room, just the name of the activity was posted with a timeframe for completion 
(“Assessment: 20 minutes”). 

● Clear alignment between the lesson content, instructional activities, and in-
structional goals: In most classes, there was no evidence of what the instruc-
tional goal was. In some classes, the CM may have known how the instruc-
tional goal, the lesson content, and instructional activities were aligned, but 
this connection was lost on the students. For example, in one class, although 
the instructional goal was not shared with the students, the CM shared the goal 
with the observing member of the study team before the lesson and there was 
clear alignment between the lesson content, the activity, and the goal from the 
observing team member’s perspective. However, this connection was lost on 
the students, as they did not know what the goal was, nor did they appear to 
understand the content of the lesson or what they were being asked to do to 
complete the activity. 

Positioning Students as Competent Sensemakers 
● More student talk than teacher talk: CMs appeared more comfortable lectur-

ing than facilitating, as the study team observed more teacher talk than student 
talk. For example, in one class, students were asked to do a turn-and-talk ac-
tivity with a partner, once and for about 30 seconds; the students otherwise had 
no opportunities to share their thoughts. In another class, students were asked 
to complete an activity in pairs, about five minutes before the bell rang; other 
than that, the CM did all the talking. Students were most likely to speak when 
the CMs asked them questions, and the majority of questions that CMs asked 
could be answered in one word. 
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● Preparing students for and asking them higher-order questions: CMs teaching 
in secondary school made more attempts than CMs teaching in elementary 
school to set students up to be able to answer higher-level questions in a variety 
of ways. In one secondary school classroom, the CM assessed students’ prior 
knowledge by giving a mini-lesson on previously covered material before 
delving into the lesson. In another class, a CM restated her question to make it 
more accessible to students. In elementary school classrooms, however, this 
technique was rarely seen. For example, students in one class were told to write 
the answers to questions such as “Why did Unhei decide to use her own name 
at school?” and “What parts of the story help explain why she kept her name?” 
This activity followed a quick first read of the book without any discussion, so 
the students were disengaged. It was thus difficult for the CM to elicit a higher 
level of thinking from the students. The CM instead received and accepted 
inaccurate and one-word responses. 

Teaching with Society in Mind 
● Making decisions to highlight the voice of students: Only CMs teaching sec-

ondary school made some attempts to help students connect personally to con-
tent (for example, asking them to give examples from their own lives). In gen-
eral, however, CMs across secondary school classrooms did not incorporate 
content that highlighted students’ backgrounds or communities. 

● Promoting equity of voice in the classroom: Some CMs solicited answers from 
students who were either (1) not visibly engaged or (2) raising their hands. 
Others called on a range of students, and still others called on every student 
individually to respond to one question.11 

When asked during focus groups in Tulsa what they thought were the most important 
ideas they got from the institute training, CMs in only two out of eight focus groups brought up 
the core practices organically. Also, in six of eight focus groups, CMs suggested that the instruc-
tion they received did not prepare them to implement effective classroom management strategies. 
(For example, they struggled with maintaining a productive learning environment.) 

The fact that CMs did not mention the core practices does not necessarily mean that lead 
instructors were not exposing them to these important practices. The strategies and routines that 
make up the core practices are what good teachers do as a matter of course. The lead instructors 

                                                 
11As they were written, some of the “teacher actions” included within “teaching with society in mind” were 

difficult for the study team to actually observe (even if they were happening in classrooms). For example, when 
a teacher may have made a decision with the “voice of students and parents” in mind (or when they did not do 
so, either intentionally or not intentionally), it may not have been visible to the observing team member. More-
over, even if CMs had society in mind when they developed their lesson plans, they may have struggled to 
illuminate that connection once executing those lessons. For example, CMs sometimes struggled to get students 
to make “text-to-self” and “text-to-world” connections. (Though, they may have understood why making those 
connections is critical to engaging students in the material.) 
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were incorporating some of these practices in their sessions, but they did not always refer to them 
as core practices, nor did they always point them out when they were incorporating them. As 
discussed above, CMs may well have seen the core practices’ strategies and routines as random, 
disconnected ideas that they could incorporate into their teaching. 

The lack of consistency in exposure to the strategies and routines that make up the core 
practices is important because together they provide guidance to teachers about how to do things 
such as creating and maintaining a productive learning environment. Having positive expecta-
tions of students is a necessary strategy for creating and maintaining a productive learning envi-
ronment but it is not sufficient: Teachers must also build positive relationships with students, 
know how to redirect students who are off task, and so on. Had lead instructors received instruc-
tions about how and when to incorporate the strategies and routines into their sessions (that is, 
how to package them) and had CMs had the time to see, practice, and reflect on different ways 
that core practices could be embedded in an instructional activity, they might have felt that they 
had a stronger foundation in classroom management and other aspects of teaching to guide them 
in making informed and effective decisions than they reported having. 
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Chapter 4 

Teachers’ Experience During the School Year 

This chapter explores the experience during the school year of the first cohort of Teach for Amer-
ica (TFA) corps members (CMs) to participate in the redesigned training offered at the Tulsa 
national institute. The first section examines CMs’ perceptions of the overall value of their sum-
mer training, which provides a broad measure of CMs’ satisfaction with their summer training as 
preparation for their school-year teaching placement. The second section explores the extent to 
which CMs used instructional strategies that are aligned with college- and career-readiness stand-
ards and that are generally considered to be effective teaching.1 The third section examines the 
extent to which CMs used the core practices, which were a focus of the redesigned training in 
Tulsa. The fourth section considers CMs’ perspectives on their first year of teaching, including 
their views on the concepts from the institute that they found useful during their first year of 
teaching, their perceptions of the support they received, and how prepared they felt to teach for a 
second year. 

The chapter considers these aspects of CMs’ experience during the school year for CMs 
trained at the national institute in Tulsa (program regions), as well as for CMs trained at the other 
national institutes (comparison regions). Doing so makes it possible to better understand how the 
experiences of CMs in these two groups differed, and to assess whether the redesigned training 
affected CMs’ teaching experiences. The findings from the first two sections — which focus on 
CMs’ perceptions of the value of the training and their use of standards-aligned practices — are 
based on a large sample of CMs and provide the most representative picture of the differences or 
similarities between the two groups’ experiences. The findings from the last two sections — 
which look at CMs’ use of the core practices and their perspectives in their first year of teaching 
— are based on qualitative data from a smaller sample of CMs; these findings provide a more 
nuanced picture of CMs’ experiences during the school year. 

Overall, the findings suggest that CMs who attended the national institute in Tulsa had a 
similar first-year teaching experience as CMs who attended the comparison institutes: 

● CMs who received the redesigned training did not have more positive percep-
tions of the value of their summer training than CMs who attended the com-
parison national institutes. 

● Although CMs in the program regions used standards-aligned instructional 
strategies in the classroom, they did not use these strategies more often than 
CMs in the comparison regions. 

● By and large, CMs in the program regions and comparison regions used teach-
ing strategies and routines related to the core practices similarly. 

                                                 
1Internal to TFA, these standards are called the “core components of instruction.” 
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● CMs reported that what they learned about diversity, equity, and inclusiveness 
was the most useful aspect of the summer training. This was true for CMs in 
the program regions and comparison regions. 

● CMs reported receiving the most support from their TFA managers of teacher 
leadership and development (MTLDs) and their coworkers.2 This was true for 
CMs in both groups. 

● At the end of their first year of teaching, the majority of CMs who were inter-
viewed across both groups felt prepared for their second year of teaching. 

These results — which suggest that CMs who were trained at the national institute in 
Tulsa did not have an appreciably different experience during the school year from that of other 
CMs — are consistent with the challenges of implementing a new (and ambitious) training model. 
The remainder of this chapter describes these findings in greater detail. 

Perceptions of the Value of the Training 
This section explores whether the redesigned training offered in Tulsa affected CMs’ perceptions 
of the overall value of their summer training. The study team obtained information about CMs’ 
perceptions from surveys that TFA regularly administers at different points during CMs’ first year 
of teaching (beginning, middle, and end) and the fall of their second year. As explained in Chapter 
2, these data allowed the study team to use a comparative interrupted time series (CITS) design 
to look at trends in perceptions of the training for CMs in the program and comparison regions. 
The findings from the CITS design cannot be definitively attributed to the causal effect of the 
redesigned training, but they can be interpreted as being strongly suggestive of the presence or 
absence of a causal effect. 

Table 4.1 presents the results from the CITS design.3 (See Box 4.1 for an explanation of 
how to read the findings in this table.)4 Overall, the findings suggest that the redesigned training 
may have had a statistically significant negative effect on CMs’ perceptions of the value of the 
summer training during their first year of teaching, but this effect ultimately dissipated in the fall 
of CMs’ second year. Figure 4.1 illustrates the trends over time in CMs’ perceptions of the train-
ing in the fall of their second year of teaching — the latest time point at which CMs can be fol-
lowed — across consecutive cohorts of CMs. Before the new training was launched, CMs in both 
groups were “neutral” to “somewhat” in agreement on average that the summer training was 

                                                 
2MTLDs are TFA coaches. 
3“Value of the summer training” was measured using a survey item that asks CMs to rate their level of 

agreement with the following statement: “Overall, I believe the preparation I received from Teach For America 
prior to starting at my school was valuable in my efforts to become a successful teacher.” Agreement was rated 
on a 7-point scale, from strongly disagree (1) to strongly agree (7). 

4This analysis is based on the survey sample, which is defined as the subset of CMs for whom data are 
available on the key survey outcomes for a given survey wave. See Chapter 2 for more information. 
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P-Value for
Program Comparison Program Comparison Estimated Effect Estimated

Outcome Regions Regions Regions Regions Effect Size Effect

Fall of first year
Value of the summer training (1-7) 4.72 4.80 -0.51 †† 0.12 -0.62 ** -0.35 0.020
Number of regions 8 13
Number of corps members 2510 4811

Middle of first year
Value of the summer training (1-7) 4.62 4.65 -0.78 ††† 0.23 -1.01 *** -0.57 0.000
Number of regions 8 13
Number of corps members 2401 4578

End of first year
Value of the summer training (1-7) 4.49 4.53 -0.46 †† 0.13 -0.58 ** -0.32 0.015
Number of regions 8 13
Number of corps members 2286 4351

Fall of second year
Value of the summer training (1-7) 4.61 4.68 -0.37 †† -0.03 -0.34 -0.19 0.114
Number of regions 8 13
Number of corps members 2193 4112

(continued)

Table 4.1

Estimated Effect of the Redesigned Training on Perceptions of the Value of the Summer Training,
School-Year Surveys

Mean Outcome          
(Baseline Cohort) Deviation from Baseline Trend



58 

 
valuable (an average rating of 4 to 5), with satisfaction levels having decreased slightly over time 
(as indicated by the downward slope of the trend lines in Figure 4.1). After the redesigned training 
was launched, CMs in the 2016 cohort in the comparison regions rated the summer training as 
would be expected given prior trends. (The deviation from trend for this group is not statistically 
significant.) In contrast, CMs in the program regions rated the summer training as less valuable 
than had prior cohorts of CMs. However, the estimated effect of the training — defined as the 
difference between the deviation from trend for the program regions and comparison regions — 
is not statistically significant. Therefore, it cannot be concluded that the redesigned training af-
fected CMs’ perceptions of the value of the summer training in the fall of their second year.5 

There are two possible explanations for this pattern of effects. First, as discussed in Chapter 
3, CMs who attended the redesigned training at the national institute in Tulsa did not get as much 
explicit help with lesson planning and classroom management as did the CMs in the comparison 
institutes during the summer training, which may explain why they initially perceived the summer 
training as less valuable than did earlier cohorts of CMs and CMs in the comparison regions. How-
ever, by their second year, CMs may have figured out how to perform these tasks, which in turn 
may have improved their perceptions of the training. This statement is supported by interviews 
  

                                                 
5The statistical significance of estimated effects during CMs’ first year is consistent across several sensitivity 

analyses. The reduction in the magnitude of this effect in CMs’ second year (relative to their first year) is also 
consistent across sensitivity analyses. However, the estimated effect of the training in the fall of CMs’ second 
year is statistically significant in one of several sensitivity analyses conducted, though only at the 10 percent 
level. See Appendix F for more information on these findings. 

Table 4.1 (continued)

SOURCE: Teach For America corps member surveys. 

NOTES:  
The "Value of the summer training" measure is based on CMs' agreement with the following question: "Overall, I 

believe the preparation I received from Teach For America prior to starting at my school was valuable in my efforts 
to become a successful teacher." Agreement is rated on a 7-point scale with 1 equal to "strongly disagree" and 7 
equal to "strongly agree."

A cohort is defined as a group of TFA CMs who joined TFA and attended the summer institute the same year. 
The "baseline cohorts" (2012-2015) received their summer training before the launch of the redesigned institute in 
Tulsa. The "redesigned institute cohort" (2016) is the first cohort of CMs trained after the launch of the redesigned 
institute. The number of CMs represents the total number of CMs across all cohorts who are in the survey sample 
for a given follow-up period. 

The values in the columns labeled "Mean Outcome (Baseline Cohort)" are the average outcomes of the CMs in 
the progam and comparison regions who were trained in summer 2015, before the new training was launched. The 
"Deviations from Baseline Trend" are the difference between the actual and predicted outcomes for the 2016 CMs 
in the progam and comparison regions. The values in the "Estimated Effect" column are the difference between the  
program regions and comparison regions with respect to their deviations from baseline trend. All values are 
regression-adjusted for between-region and between-cohort differences in the characteristics of CMs and their 
school placement. Values in the "Effect Size" column are the estimated effect divided by the standard deviation for 
the last baseline cohort. Rounding may cause slight discrepancies in calculating sums and differences.

A two-tailed t-test was applied to estimated deviations and estimated differences between program regions and 
comparison regions. The statistical significance of estimated deviations is indicated as follows: ††† = 1 percent; †† 
= 5 percent; † = 10 percent. The statistical significance of estimated effects is indicated as follows: *** = 1 percent; 
** = 5 percent; * = 10 percent. 
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Box 4.1 

How to Read the Tables in This Chapter That Present Estimated Effects 
on CMs’ Perceptions, Commitment, and Retention 

Some of the tables in this report show the estimated effect of the redesigned training on CMs’ 
perceptions of the training, their commitment to teaching, and their retention. The columns in 
these tables present the following information:  

• Mean outcome (baseline cohort). The first two columns of results show the mean out-
comes for the 2015 cohort of CMs, who were trained in the summer before the redesigned 
training was launched. The mean outcomes are shown to provide context for interpreting 
the magnitude of the estimated of effects.  

• Deviation from baseline trend. The next two columns of results show the estimated 
deviation from their baseline trend for the program regions and the comparison regions. 
This deviation is the difference between the observed (actual) outcomes and the pre-
dicted outcomes for the 2016 cohort of CMs in each group of regions. Positive devia-
tions from trend indicate that CMs in the program regions or the comparison regions had 
more positive outcomes than expected given prior trends, while negative deviations 
from trend indicate that CMs had more negative outcomes than expected. The statistical 
significance of estimated deviations from trend is indicated for levels of 1 percent (†††), 
5 percent (††), and 10 percent (†).  

• Estimated effect and effect size. The next column of results is the estimated effect of the 
redesigned training piloted at the national institute in Tulsa. The estimated effect is the dif-
ference between the deviations from baseline trend for the 2016 cohort of CMs in the pro-
gram regions and the comparison regions. For outcomes whose scale is more challenging 
to interpret, the estimated effect is also shown as an effect size. The effect size is equal to 
the estimated effect divided by the standard deviation of that outcome for the last baseline 
cohort of CMs (the 2015 cohort).  

• P-value for estimated effect. The last column of the table shows the p-value for each esti-
mated effect. The p-value indicates the probability of finding an estimated effect of that 
magnitude (or a larger effect) if there were in fact no difference between the program re-
gions and the comparison regions with respect to their deviations from their trends. In this 
study, an estimated effect that has a p-value of 10 percent or less is considered “statisti-
cally significant” because it is unlikely that this estimated effect would be observed if the 
program regions and the comparison regions did not have different deviations from trend. 
The number of asterisks indicates whether the estimated effect is statistically significant at 
the 1 percent (***), 5 percent (**), or 10 percent (*) level.  

The rows in the tables represent the outcome — and in some cases the follow-up period (for 
example, end of summer, fall of first year of teaching, end of first year of teaching, and fall of 
second year of teaching) — that is associated with each estimated deviation from baseline trend 
and each estimated effect. 
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Figure 4.1

Trends in the Perceived Value of the Summer Training, Fall of Second-Year Survey
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SOURCE: Teach For America corps member surveys. 

NOTES: aThe reported outcome measures are based on survey items with a 7-point agreement scale. The "value of the summer training" measure is based 
on the following question: "Overall, I believe the preparation I received from Teach For America prior to starting at my school was valuable in my efforts to 
become a successful teacher." 
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conducted with CMs in the spring of their first year of teaching. By then, CMs rarely mentioned 
challenges related to lesson planning and classroom management, which suggests that they had 
become more comfortable with these tasks than they were initially. 

Second, the coaching received by CMs in the program regions during the school year 
may have been misaligned with the redesigned summer training. As discussed later in this chap-
ter, CMs received support from different TFA staff members during the school year. In general, 
however, this support was not categorically linked to the concepts presented at the institute in 
Tulsa, and this misalignment may have affected many CMs’ perceptions of the value of their 
summer training.6 By the fall of their second year, however, these negative effects had dissipated, 
perhaps because CMs started to rely more on what they learned about teaching during the school 
year, and less on what they learned during their summer training. 

Instruction Aligned with College- and 
Career-Readiness Standards 
This section examines CMs’ use of instructional practices that were aligned with college- and 
career-readiness standards. As explained in Chapter 1, the redesigned training in Tulsa introduced 
CMs to content-specific instructional activities, whereas the training in the other national insti-
tutes was content neutral and more focused on classroom management and lesson planning. 
Therefore, one might expect the redesigned training to have increased CMs’ use of instructional 
strategies aligned with college- and career-readiness standards. This section explores whether 
CMs in the program regions used standards-aligned strategies and whether they did so more often 
than CMs in comparison regions. As noted previously, these differences should not be attributed 
to the causal effect of the redesigned training because the study design cannot account for unob-
served preexisting differences between the two groups of CMs. Instead, the findings should be 
used to identify patterns indicating that the redesigned training may have had an effect. 

Information about CMs’ instructional strategies comes from closed-ended logs that the 
study team administered every other week to CMs in the 2016 cohort teaching English language 
arts (ELA), mathematics, or general education during the first year of their placement.7 The items 
in the closed-ended logs reflect strategies that are commonly recognized as effective instructional  

 

                                                 
6It is possible that regional TFA staff in some program regions may have made on-the-ground decisions to 

link training content during the school year with key concepts from the redesigned training in the summer, but 
these decisions would not have happened as a result of strategic linking or directives from national TFA staff. 

7See Appendix C for further information about how the log items map onto different standards. As explained 
in Chapter 2, the analysis of these logs was based on the teacher log sample, which includes the subset of CMs 
in the 2016 cohort who were teaching ELA, mathematics, or general education and who completed at least one 
closed-ended log during the year. For the purposes of the analysis, the log sample is divided by content area 
(ELA and mathematics). There are 225 CMs in the ELA sample and 231 CMs in the math sample; CMs teaching 
general education are included in both samples. 
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strategies.8 For the analysis, the study team prioritized three confirmatory instructional strategies 
that are most aligned with the redesigned training: using culturally responsive texts (cultural 
responsiveness domain), asking students to cite text evidence (ELA domain), and using stand-
ards-aligned math practices (a composite measure in the math domain).9 Table 4.2 shows the 
extent to which CMs in the program and comparison regions used these standards-aligned in-
structional strategies during their first year of teaching. 

Overall, it does not appear that the redesigned training increased CMs’ use of standards-
aligned instructional strategies.10 CMs in the program regions did use teaching strategies aligned 
with college- and career-readiness standards; however, they did not use them more frequently 
than did CMs in the comparison regions. Across all three measures, CMs in the program and 
  

                                                 
8The math logs were designed based on the Common Core State Standards for mathematics, and the ELA 

log items were based on TFA’s Core Components of Instruction, which themselves were based on the Common 
Core State Standards for ELA. 

9Citing text evidence was selected as the primary measure for the ELA domain because it is the most aligned 
with comprehension. 

10These findings are robust across several sensitivity analyses. See Appendix F for further information. 

Program Comparison Estimated Effect
Outcome Regions Regions Difference Size P-Value

English language arts (% of classes)
Text used for the lesson featured an author, 

characters, and/or a community with similar 
background to focal student 38.3 49.2 -10.9 -0.21 0.118

Students were asked to cite text evidence in their 
writinga 75.8 81.2 -5.4 -0.12 0.447

Number of regions 8 12
Number of corps members 87 138
Number of logs 739 1,143

Mathematics
Math instructional practice composite (z-score)b -0.15 -0.04 -0.11 -0.12 0.415

Number of regions 8 13
Number of corps members 80 151
Number of logs 628 1,197

(continued)

Table 4.2

Estimated Effects on Self-Reported Instructional Strategies
Aligned with College- and Career-Readiness Standards
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comparison regions did not differ in their use of these strategies by a statistically significant 
amount. For example, CMs in the program regions used culturally responsive texts in 38 percent 
of their classes, compared with 49 percent of classes that CMs in the comparison regions taught 
— a difference that was not statistically significant. As discussed earlier, CMs in the program 
regions struggled with lesson planning and classroom management when they started teaching in 
their regions, which may explain why they were not able to use standards-aligned instructional 
strategies with greater frequency than CMs in the comparison regions.11 The next section explores 
these factors and others, as well as describes CMs’ experiences during the school year using qual-
itative data collected for the study. 

                                                 
11Appendix C examines CMs’ responses to additional closed-ended ELA log items, as well as CMs’ re-

sponses to the individual log items included in the math composite measure. In general, these exploratory find-
ings support the general conclusion that CMs in the program and comparison regions used standards-aligned 
teaching strategies at similar levels. 

 

Student asked to cite text evidence in their writing 
(% of classes)a 60.00 93.00

Table 4.2 (continued)

SOURCE: Closed-ended teacher logs administered by MDRC.

NOTES: Online teacher logs were administered to corps members (CMs) in the 2016 cohort in the program and 
comparison regions. CMs teaching English Language Arts (ELA), mathematics, or general education in the first 
year of their teaching placement were eligible for the logs. Secondary school teachers, as well as elementary 
school teachers in departmentalized schools, were sent the log for their content area and level  every two weeks 
(about twice per month). Elementary school teachers teaching both content areas (general education teachers) 
were sent the ELA log or the math log every two weeks, with the content area alternating between logs (about 
one log per content area per month). At the start of each log, teachers were given a randomly selected letter of 
the alphabet and asked to report on their instructional practices with a focal student whose name starts with that 
letter (or the closest letter)  on a particular day that week. 

The values in the "Program Regions" column are the observed  mean  outcome for teachers in the program 
regions.  The values in the  "Comparison Regions" column are the regression-adjusted mean outcome for 
teachers in the comparison regions, using the mean covariate values for the program region as the basis for the 
adjustment. The values in the "Estimated Difference" column are the difference between the program and 
comparison regions, adjusted for differences in the characteristics of the focal students and teachers. Values in 
the "Effect Size" column are the estimated effect divided by the standard deviation for the sample.

A two-tailed t-test was applied to estimated differences. The statistical significance of estimated differences  is 
indicated as follows: *** = 1 percent; ** = 5 percent; * = 10 percent.    

Rounding may cause slight discrepancies in calculating sums and differences. 
Sample sizes in this table are the number of teachers in the log sample. A CM is included in the log sample if 

they completed at least one log during the school year. 
aThis item is only available for upper elementary and secondary school teachers. The number of teachers 

included in this analysis is 60 in the program group and 93 in the comparison group.
bThis composite combines the items in the math logs that map onto college- and career-readiness standards 

for math instruction. The scale  of the items differs, so each item was first z-scored based on the mean and 
standard deviation of the comparison group logs; these z-scores were then averaged across items, and the 
average score was z-scored, again, based on the mean and standard deviation for the comparison logs. 
Because some of the log items differ across levels, the composite score was created separately for the lower 
elementary school and upper elementary or secondary school logs. The reliability (Cronbach's alpha) for the 
composite is 0.71 at the lower elementary school level and 0.75 at the upper elementary or secondary school 
level.
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Use of Core Practices During the School Year 

This section examines CMs’ use of the core practices, which were a central component of the 
redesigned training in Tulsa. To capture their use of the core practices during their first year of 
teaching, the study team asked CMs in the 2016 cohort to complete open-ended teacher logs 
every other week during the school year.12 Each open-ended log focused on a particular TFA 
core practice, asking CMs to describe the instructional practices they used that week that served 
that core practice. 

Because the study team sent these logs to CMs in both program and comparison regions, 
the term “core practices” did not appear in the wording of any of the questions, and none of the 
questions explicitly mentioned or described any of the four core practices. Instead, similar to the 
observational tool that the study team used during the summer, the log items about core practices 
were phrased in terms of specific examples of strategies and routines used by TFA. 

Overall, CMs’ responses to the open-ended logs indicate that there was not a large dif-
ference between the CMs in the program and comparison regions in terms of their use of the core 
practices. There were, however, some exceptions for each core practice, which are discussed in 
the remainder of this section. 

Creating and Maintaining a Productive Learning Environment 
Teachers who create and maintain a productive learning environment have classrooms 

in which their students feel supported and cared for while being held accountable for learning. 
CMs in the program and comparison regions were similarly likely to report using strategies and 
routines that fell under the creating and maintaining a productive learning environment core 
practice.13 When asked how they responded to unengaged students, CMs reported that they were 
most likely to do so verbally (46 percent of CMs on average across both groups). They also tried 
to reengage students by calling on them or standing close to them (21 percent), giving them spe-
cial assignments (18 percent), and issuing warnings before delivering a consequence (17 percent). 
Only a small proportion of CMs tried to reengage students by changing how content was deliv-
ered, tweaking questions, or switching partners (13 percent). CMs in the program regions were 
more likely than CMs in the comparison regions to explain to students the reasons for giving them 
praise (38 percent versus 28 percent). 

                                                 
12These logs were sent to CMs who consented to participate in this data collection. 
13Responses differed by 5 percent at most between CMs in the program and comparison regions. Statis-

tical significance testing was not conducted because these findings are descriptive and exploratory. The log 
items pertaining to this core practice are the following: (1) “Please describe an example of your response to a 
student(s) (what you said or did) for a task(s) that was done well this week. Why did you respond in this way? 
What, if any, were the effects of responding in this way?” and (2) “Please describe an example of your 
response to a student(s) (what you said or did) who was not engaged in a task(s) you assigned this week, or 
the last week you taught. What, if any, were the effects of responding in this way? Why do you think this 
student(s) was unengaged in the task?” 
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Teaching Toward an Instructional Goal 
Teachers who teach toward an instructional goal understand why the content they 

teach matters, both in terms of the larger purpose of their content area and in terms of their 
students’ lives outside of school. To that end, CMs generally reported taking the same types of 
things into consideration when selecting content to teach, regardless of which summer institute 
they attended.14 

The desire to promote specific skill sets or content most influenced CMs in their decisions 
about what content to teach (for example, their choice of a text or a problem to teach): 49 percent 
of CMs on average across both groups were motivated by this desire. For example, one CM re-
ported that one of the main reasons for choosing a particular text was because it promoted reading 
skills: “This week I taught The Ugly Duckling because of its social-emotional lesson about how 
words can make people feel, and also because it can easily be adapted into a play that helps my 
students practice fluency, reading with expression, and fast reading.” 

Students’ backgrounds, their communities, current events, or an interest in making con-
tent relevant and applicable to the real world also influenced CMs’ decisions about what material 
to teach (33 percent of CMs on average across both groups).15 For example, one CM said, “I 
chose to teach ‘Separate Is Never Equal’ because it’s a story of school desegregation before 
Brown v. Board of Education and is about a Mexican family in California. I thought it was im-
portant history for the kids in my class, [who are] 98 percent Mexican, to know about.” 

Reasons less commonly cited for choosing content to teach included selecting material 
required by the school or district (19 percent of CMs on average across both groups) and differ-
entiating or scaffolding instruction in areas where CMs had identified that their students needed 
extra help (17 percent). 

Positioning Students as Competent Sensemakers 
This core practice is in part about creating multiple opportunities and methods for stu-

dents to think and express themselves.16 Across both program and comparison regions, CMs re-
ported using a variety of methods for positioning students as competent sensemakers, of which 
the following were the most common: facilitating whole class discussions (71 percent of CMs on 
average across both groups); asking students to share their ideas in writing for diverse purposes, 

                                                 
14The log item pertaining to this core practice is the following: “Please list all the ways/methods your stu-

dents were able to share their responses and thoughts with you or with others in your class this week or the last 
week you taught.” 

15This category also included instances when CMs cited influence related to classroom culture. For example, 
one CM said “we read about fighting because there has been fighting in the classroom.” It is worth noting that 
the week the study team asked this question was the week before Martin Luther King Day, so a number of CMs 
mentioned material related to Martin Luther King in their response.  

16The log item pertaining to this core teaching practice is the following: “please think about one text or 
problem you incorporated into one of your lessons this week, or the last week you taught. what influenced your 
decision to select that text/problem?” 
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such as through graphic organizers, short essays, and so on (65 percent); and asking students to 
“turn and talk” with their partners (54 percent). 

Overall, CMs in both program and comparison regions used similar methods for getting 
students to share responses.17 Because the core practices as a whole were not strategically or sys-
tematically emphasized to CMs during the institute in Tulsa, it makes sense that CMs in the pro-
gram regions did not use the core practices more frequently. 

CMs’ Perspectives on Their First Year of Teaching 
This section examines CMs’ perspectives on their first year of teaching, based on phone inter-
views that the study team conducted with CMs at the end of their first year of teaching. In total, 
the team interviewed 39 CMs (18 in the program regions and 21 in the comparison regions) by 
phone in spring 2017. The team asked CMs about the concepts, ideas, or practices from the insti-
tute they found useful in their first year of teaching; who supported them; and how prepared they 
thought they were to teach for a second year. The findings are discussed below. 

What Concepts Learned at Institute Did CMs Find Most Useful? 
During the phone interviews, CMs most often mentioned the social justice concepts of 

the training as being useful. CMs in both program and comparison regions (36 percent on aver-
age) indicated that what they learned about social justice was useful as a framework for lesson or 
curriculum planning or meeting students’ academic needs, for working and interacting with stu-
dents generally, and for working with students of color. 

CMs rarely mentioned other aspects of the summer training during the interviews. During 
the summer focus groups, the two key challenges that CMs discussed most were related to lesson 
planning and classroom management. However, CMs rarely brought up these topics in interviews 
during the school year. On average across both groups, only 13 percent of CMs said that the main 
concept or skill they took from the institute was lesson planning. A slightly greater proportion of 
CMs in the program regions reported feeling unprepared to write their own lesson plans during 
the school year, relative to CMs in the comparison regions. As explained in Chapter 1, CMs in 
Tulsa wrote their own summer school lesson plans only during the last week of the institute train-
ing, whereas comparison CMs wrote their own lesson plans for the whole time that they taught 
summer school (weeks 2 to 5). Similarly, very few CMs in either program or comparison regions 
indicated that the overall training they received in classroom management informed their prac-
tices throughout the year. That said, however, 29 percent of CMs in the comparison regions said 
that positive narration, a specific strategy related to classroom management they had learned, was 
useful.18 (CMs in Tulsa were not taught this strategy, as they learned the core teaching practices 
instead.) The CMs in the program regions also rarely mentioned the core teaching practices as 
something that stuck with them. 

                                                 
17Differences between CMs in program and comparison regions are between 1 and 9 percent. 
18Positive narration involves pointing out positive behaviors, as opposed to negative behaviors. 
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One reason why many of the concepts from summer institute may not have stuck with 
CMs is because once CMs went to their regions, they entered a new and immediate reality, one 
that required them to meet different demands and expectations than those at institute (for example, 
writing lesson plans with specific state and district standards in mind). Expectations were differ-
ent about what they should teach and how they should teach it, and they received different types 
and levels of support in their regions. Indeed, during end-of-year interviews, 41 percent of CMs 
across both groups reported that they felt that there was no alignment between the expectations at 
the institute and those between TFA and district staff in their regions, and only 28 percent thought 
there was alignment.19 

Who Supported Them? 
CMs in both program and comparison regions were most appreciative of the support they 

received from their TFA manager of teacher leadership and development (MTLD) during their 
first year of teaching (54 percent on average across both groups), as opposed to other district and 
school-specific staff members such as principals or school-based coaches. MTLDs provide indi-
vidualized coaching, support, and guidance throughout CMs’ two-year teaching commitment. 
CMs described their MTLDs as responsive and as providers of good advice and helpful tech-
niques. They were also emotionally supportive. Other than MTLDs, CMs found their coworkers 
to be helpful (41 percent). Twenty-three percent of CMs indicated that their administrator or prin-
cipal was supportive, and only 21 percent mentioned a non-TFA school coach or mentor as being 
supportive. 

How Prepared Did CMs Feel for Their Second Year of Teaching? 
At the end of the first year of teaching, the majority of CMs said that they felt prepared 

for their second year (62 percent on average across both groups) because they had a year of 
teaching under their belts, had developed a good foundation on which to build, and were famil-
iar with the content or curriculum they would use. CMs in both groups expressed similar feel-
ings of preparedness. 

 

                                                 
19A few CMs reported that they learned broad concepts at institute and that they learned specific strategies 

on how to apply the broader concepts in their regions. Other CMs shared that their schools or their teaching 
assignment in their schools were too different from what they experienced at institute for the latter to have been 
relevant. 
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Chapter 5 

Corps Members’ Commitment to 
Teaching and Their Retention 

This chapter examines whether the redesigned summer training piloted at the national institute in 
Tulsa shows promise for improving the longer-term outcomes of the first cohort of Teach For 
America (TFA) corps members (CMs) to participate in the new training. The first section looks 
at CMs’ commitment to teaching and educational equity and the second section examines CMs’ 
retention rates in the TFA program. The effect of the redesigned training on these outcomes was 
estimated using a comparative interrupted time series (CITS) design. As explained in Chapter 2, 
the findings from the CITS design cannot be definitively attributed to the causal effect of the 
redesigned training, but they can be interpreted as being strongly suggestive of the presence or 
absence of a causal effect. 

The key findings discussed in this chapter are that the redesigned training does not ap-
pear to have improved CMs’ commitment to teaching and educational equity. Nor does it appear 
to have improved their retention rates in the program. These results are consistent with the chal-
lenges of implementing a new training model. As discussed in previous chapters, the content-
focused approach piloted at the national institute in Tulsa was not only ambitious in scope but 
also a notable departure from TFA’s traditional approach to training its CMs. The implementation 
challenges encountered — and the associated lack of effects on CMs’ outcomes — are consistent 
with the complexity of the new training model and the fact that it was being tested for the first 
time in summer 2016. Viewed through a longer-term lens, the findings in this chapter are encour-
aging because they suggest that TFA was able to radically change its training approach without 
adversely affecting the first cohort of CMs to experience it, and, in theory, this training may yet 
produce positive outcomes for future cohorts of CMs who will receive a more mature version of 
the redesigned training. 

Commitment to Teaching and Educational Equity 
This section examines CMs’ self-reported commitment to teaching and educational equity, based 
on surveys that TFA administers regularly to its CMs at different points during their first and sec-
ond years of teaching. CMs’ commitment to teaching and equity is a composite measure created 
from eight items about their beliefs in TFA’s mission of ensuring that each child has an opportunity 
to receive an excellent education, and their beliefs in their own capacity to effectively contribute 
to that mission. The composite scale is based on a seven-point agreement scale. Table 5.1 looks at  
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P-Value for
Program Comparison Program Comparison Estimated Effect Estimated

Outcome Regions Regions Regions Regions Effect Size Effect

Fall of first year
Commitment to teaching and equity (1-7) 5.83 5.85 -0.06 -0.04 -0.01 -0.02 0.920

Number of regions 8 13
Number of corps members 2,510 4,811

Middle of first year
Commitment to teaching and equity (1-7) 5.67 5.78 0.21 0.21 † 0.00 0.00 0.999

Number of regions 8 13
Number of corps members 2,401 4,578

End of first year
Commitment to teaching and equity (1-7) 5.82 5.89 -0.02 0.07 -0.09 -0.11 0.493

Number of regions 8 13
Number of corps members 2,286 4,351

Fall of second year
Commitment to teaching and equity (1-7) 5.91 5.93 -0.08 -0.02 -0.06 -0.07 0.641

Number of regions 8 13
Number of corps members 2,193 4,112

(continued)

Table 5.1

Estimated Effect of the Redesigned Training on Commitment to Teaching and Educational Equity,
School-Year Surveys

Mean Outcome          
(Baseline Cohort) Deviation from Baseline Trend
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the estimated effect of the redesigned training on this measure, during CMs’ first year of teaching 
(beginning, middle, and end) and in the fall of their second year.1 

Overall, the findings suggest that the redesigned training did not have an effect on CMs’ 
commitment to teaching and educational equity, either during their first year of teaching or in the 
fall of their second year. Figure 5.1 shows the trends over time in CMs’ commitment in the fall 
of the second year of their placement, across consecutive cohorts. Before the new training was 
launched (2012 to 2015 cohorts), CMs in both groups generally agreed on average that they were 
committed to teaching and that the summer training was valuable (an average rating of almost 6), 
with satisfaction levels having increased slightly over time (as indicated by the upward slope of 
the trend lines in Figure 5.1). After the redesigned summer training was launched, CMs in the 
2016 cohort in both the program and comparison regions rated their commitment to teaching and 
equity at a similar level as would be expected given prior trends. (The deviation from trend for 
this group is not statistically significant.) Thus, it cannot be concluded that the redesigned training 
affected CMs’ commitment to teaching and equity. This is true at all four time points when this 
outcome was measured.2 

                                                 
1As discussed in Chapter 2, this analysis was based on the survey sample, which is defined as the subset of 

CMs for whom data were available on the two key survey outcomes for a given survey wave. Given the timeline 
for the project, CMs in all cohorts could be followed to the fall of their second year of teaching. 

2These findings are robust across several sensitivity analyses. See Appendix F for further information. 

Table 5.1 (continued)

SOURCE: Teach For America corps member surveys. 

NOTES:  
The commitment to teaching and equity measure is a composite created from 8 items related to corps members' 

(CM) beliefs in TFA's mission of  ensuring that each child has an opportunity to receive an excellent education, and 
CMs' beliefs in their own capacity to effectively contribute to this mission. The items and the composite scale are 
based on a 7-point agreement scale with 1 equal to "strongly disagree" and 7 equal to "strongly agree."

A cohort is defined as a group of TFA CMs who joined TFA and attended the summer institute the same year. 
The "baseline cohorts" (2012-2015) received their summer training before the launch of the redesigned institute in 
Tulsa. The "redesigned institute cohort" (2016) is the first cohort of CMs trained after the launch of the redesigned 
institute. The number of CMs represents the total number of CMs across all cohorts who are in the survey sample 
for a given follow-up period. 

The values in the columns labeled "Mean Outcome (Baseline Cohort)" are the average outcomes of the CMs in 
the progam and comparison regions who were trained in summer 2015, before the new training was launched. The 
"Deviations from Baseline Trend" are the difference between the actual and predicted outcomes for the 2016 CMs 
in the progam and comparison regions. The values in the "Estimated Effect" column are the difference between the  
program regions and comparison regions with respect to their deviations from baseline trend. All values are 
regression-adjusted for between-region and between-cohort differences in the characteristics of CMs and their 
school placement. Values in the "Effect Size" column are the estimated effect divided by the standard deviation for 
the last baseline cohort. Rounding may cause slight discrepancies in calculating sums and differences.

A two-tailed t-test was applied to estimated deviations and estimated differences between program regions and 
comparison regions. The statistical significance of estimated deviations is indicated as follows: ††† = 1 percent; †† 
= 5 percent; † = 10 percent. The statistical significance of estimated effects is indicated as follows: *** = 1 percent; 
** = 5 percent; * = 10 percent. 
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Figure 5.1

Trends in Commitment to Teaching and Educational Equity, Fall of Second-Year Survey
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0.641) 
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SOURCE: Teach For America corps member surveys.  

NOTES: aThe reported outcome measures are based on survey items with a 7-point agreement scale. The commitment to teaching and equity measure is a 
composite created from 8 items related to CMs' beliefs in TFA's mission of ensuring that each child has an opportunity to receive an excellent education, and 
CMs' beliefs in their own capacity to effectively contribute to this mission. 
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Corps Member Retention 
This study also examines whether the redesigned summer training had an effect on CMs’ reten-
tion rates in the TFA program. (See Table 5.2.) Whether a CM is still a TFA teacher is measured 
at three points: the fall of CMs’ first year of teaching, the end of their first year, and the fall of 
their second year.3 Overall, the findings suggest that the redesigned summer training does not 
appear to have had an effect on CMs’ retention rates. Figure 5.2, for example, shows that before 
the redesigned training was launched (2012 to 2015 cohorts), second-year retention rates had been 
generally declining in the program and comparison regions. In both groups, the 2016 cohort’s 
retention rates did not deviate visibly or statistically from this baseline trend.4 This is true at all 
three time points when retention was measured.5 

                                                 
3These outcomes were measured using TFA administrative records. TFA tracks CM retention up to the end 

of CM’s second year, but this was not examined as an outcome because, at the time of the analysis, the 2016 
cohort of CMs had not yet had a chance to complete their second year. 

4These findings are robust across several sensitivity analyses. See Appendix F for further information. 
5For CMs in the three program regions located in Florida, data were also available on value-added scores. 

See Appendix G for a time series analysis of these scores. 

P-Value for
Program Comparison Program Comparison Estimated Estimated

Follow-up Point Regions Regions Regions Regions Effect Effect

Fall of first year (%) 93.7 96.5 -1.3 -0.7 -0.7 0.801
End of first year (%) 83.8 87.5 0.0 -2.5 2.5 0.518
Fall of second year (%) 80.2 82.1 0.5 -1.6 2.1 0.641

Number of regions 8 13
Number of corps members 2,819 5,505

Table 5.2

Estimated Effect of the Redesigned Training on Retention Rates

Mean Outcome       
(Baseline Cohort)

Deviation from Baseline 
Trend

SOURCE: Teach For America administrative records for corps members. 

NOTES:  
A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the summer institute 

the same year. The "baseline cohorts" (2012-2015) received their summer training before the launch of the 
redesigned institute in Tulsa. The "redesigned institute cohort" (2016) is the first cohort of CMs trained after the 
launch of the redesigned institute. The number of CMs represents the total number of CMs across all cohorts.  

The values in the columns labeled "Mean Outcome (Baseline Cohort)" are the average outcomes of the CMs in 
the progam and comparison regions who were trained in summer 2015, before the new training was launched. The 
"Deviations from Baseline Trend" are the difference between the actual and predicted outcomes for the  2016 CMs 
in the progam and comparison regions. The values in the "Estimated Effect" column are the difference between 
program regions and comparison regions with respect to their deviations from baseline trend, adjusted for between-
region and between-cohort differences in the characteristics of CMs and their school placement. Rounding may 
cause slight discrepancies in calculating sums and differences.

A two-tailed t-test was applied to estimated deviations and estimated differences between program regions and 
comparison regions. The statistical significance of estimated deviations is indicated as follows: ††† = 1 percent; †† = 
5 percent; † = 10 percent. The statistical significance of estimated effects is indicated as follows: *** = 1 percent; ** = 
5 percent; * = 10 percent.    
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Figure 5.2

Trends in Corps Member Retention Rates, Fall of Second Year
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Chapter 6 

Looking Ahead 

The decision by Teach For America (TFA) to redesign its summer training was a bold one. It was 
a major overhaul of something that, one could argue, had been working quite well for more than 
20 years. Three large randomized studies showed not only that corps members (CMs) were 
equally as effective as new and certified comparison teachers but that in some instances they were 
more effective. As noted in Chapter 1, however, one of TFA’s core values is to learn continu-
ously, and TFA recognized an opportunity to do better by adopting and adapting the University 
of Washington’s Teacher Education by Design model. 

The implementation challenges encountered and the associated lack of effects on CM 
outcomes should not come as a surprise. It was the first year that TFA independently sought to 
implement the redesign. Everything, from the preparation of the CM training staff to the logistics 
of the institute, was new and very different from anything TFA had done before. TFA has learned 
from that first year and is on the way to improving its implementation of the redesign. 

Since 2016, TFA has scaled up the redesigned training model to all of its national summer 
institutes, and it has just begun to align its school-year training with the summer training. MDRC 
is evaluating this alignment effort. This has allowed MDRC to once again observe how TFA is 
preparing its summer trainers and implementing the redesign, now in its third year. Early quali-
tative findings indicate that TFA has indeed learned from the challenges encountered in Tulsa in 
summer 2016. The remainder of this chapter describes some of the improvements TFA has made 
as observed by MDRC before and during the summer institute training in 2018. (More detailed 
findings on the alignment of the summer and school-year training will be published in an upcom-
ing report.) 

The Promise of Improvement 

Integration of the Core Practices 
TFA’s biggest shortcoming in implementing the redesigned training in summer 2016 was 

that lead instructors and coaches were never explicitly trained on how to embed the core practices 
into the instructional activities during the Learning Cycle session. When and how CMs were to 
be trained on the core practices was left to the judgment of the lead instructors and were not part 
of any deliberate plan to emphasize the core practices’ overall function relative to student dia-
logue, classroom management, lesson planning, content, and student equity. 

Since 2016, TFA has taken a much more deliberate approach to training lead instructors 
and coaches on the way to teach CMs about the core practices. Before summer 2018, the core 
practices were strategically taught to TFA staff members during a training conference that MDRC 
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observed.1 This approach is clearer and more specific about the strategies and routines that to-
gether lead to the enactment of the core practices. For instance, there are many ways to create and 
maintain a productive learning environment (one of the core practices): CMs can explain a task 
to their students using student-centered directions, or they can engage the class in a lesson by 
noticing and naming students who are on task. To deepen the staff’s understanding of how to 
create and maintain a productive learning environment, there are now written guides that focus 
specifically on the strategies and routines that go into enacting this core practice. For example, 
there is a guide for giving student-centered directions. The guide defines what student-centered 
directions are (directions that make clear to all learners the “what and how” of engaging in a task); 
explains when to use them (for example, at the beginning of a lesson, during transitions, or when 
differentiating instruction for students or checking for understanding); describes how to use them 
(that is, be concise, positive, concrete, consistent, and engaging); and what these directions might 
look like in practice (for example, turn and face your neighbor, whisper, and write a prediction 
about this book). There are similar guides for using strategies such as giving sincere and authentic 
praise, building relationships with students, engaging students, and so on. These guides were a 
part of the training for lead instructors and for coaches, and they were later shared with CMs. 

Every Learning Cycle session was also planned to build CMs’ knowledge, skills, and 
judgment to enable them to enact specific core practices. (That is, lead instructors are no longer 
directed to use their own judgment regarding which and how many core practices to feature in 
any given session.) For example, the first two sessions are about creating and maintaining a pro-
ductive learning environment. Within each session, one or two pieces of evidence that make up a 
part of one of the core practices is emphasized. For example, Learning Cycle Session 1 empha-
sizes having an engaging presence and student-centered directions, and Session 2 emphasizes 
sincere and authentic praise and checking in with students. Sessions 4 and 5 feature evidence that 
makes up teaching toward an instructional goal. In addition, the core practices are introduced 
gradually, and once introduced, core practices are revisited and reinforced. For instance, Session 
6 revisits the learning environment core practice. 

There is a guide for each of the other core practices. These have not been further broken 
down into specific guides for each type of evidence that together make up that core practice.2 
However, there is a version of these guides by grade level and content area. In other words, teach-
ers of secondary mathematics use a different positioning students as competent sensemakers 
guide than do teachers of elementary mathematics or secondary history. This helps by giving 
CMs grade level- and content-specific instructions and examples for each of the core practices. 

Eliciting and responding to student thinking replaced teaching with society in mind. This 
core practice enables lead instructors to provide targeted support to CMs that focuses on 
(1) eliciting student thinking on prior experiences, current understandings, interests, and needs, 
so that students are not just recalling facts or finding correct answers; (2) monitoring student 
                                                 

1Lead instructors and coaches were given much more robust, focused training related to teaching the differ-
ent andragogies that are a part of the Learning Cycle. 

2There is one exception. TFA adopted a new core practice called eliciting and responding to student think-
ing, and there is a “talk move” guide that supplements the main guide for that core practice. 



77 

problem solving to leverage key ideas and guide students toward the instructional goal; (3) press-
ing students for evidence-based explanations; and (4) challenging student ideas and encouraging 
more complex thinking for the purpose of deepening conceptual understandings. TFA made the 
decision to shift the content associated with teaching with society in mind fully to the Diversity, 
Equity, and Inclusion component of the institute training (replacing the previous social justice 
training). 

In addition to specifying the core practices and evidence of them in each Learning Cycle 
session, a detailed script has been developed for each Learning Cycle session by grade and content 
area. The scripts specify the content, core practice, and andragogies to be used during the sessions, 
as well as the intended session objectives, session outputs, expected CM and student outcomes, 
and ideas for customizing the sessions. In observations, lead instructors sometimes decided to 
stray from the script based on their reading of the session. (The scripts also indicate where in the 
sessions instructors can improvise or veer off script slightly and what portions must be imple-
mented with fidelity as they appear in the session plan.) For instance, the lead instructors were at 
times observed verbally explaining something instead of modeling it, or allowing CMs more 
planning time when they appeared to need it. Even when lead instructors took these liberties, they 
seemed to stay focused on the content; unlike in summer 2016, there was little evidence of time 
being used on off-topic conversations such as institutional logistics. 

Perhaps as a result of TFA giving much more thought to each Learning Cycle session, 
there were clear indications that the CMs were attempting to embed some of the core practices in 
their teaching, based on observations of CMs’ summer school teaching. Evidence was most often 
seen of CMs creating and maintaining a productive learning environment. CMs were often ob-
served giving student-centered directions, redirecting unengaged students, and stating what stu-
dents were doing, as directed, as a way of enforcing positive behaviors. Sometimes this went well 
for CMs, and lessons proceeded as planned. Other times, CMs did not implement these strategies 
and routines effectively, and lessons could not get off the ground. For example, CMs might not 
have gotten students’ attention before giving student-centered directions, so directions went un-
heeded, or they often called attention to the positive behaviors of a few students in such a way 
that it did not appear to have an impact on the behavior of students who were not following di-
rections. Another result of the refined implementation of the Learning Cycle sessions was that 
CMs did not report, as they had in 2016, that they were unprepared to implement effective class-
room management strategies. For the most part, they felt that the institute training had, at the very 
least, prepared them for that. There was also evidence that CMs were stronger in positioning 
students as competent sensemakers in 2018 than they were in 2016, but there was little evidence 
of CMs eliciting and responding to student thinking. 

Lesson Planning 
In summer 2016, CMs in Tulsa wrote their own summer school lesson plans in the last 

week of institute training, whereas comparison CMs wrote their own lesson plans during the 
whole time that they taught summer school (weeks 2 to 5). Though the methods used to teach 
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lesson planning were different across the institute in Tulsa and comparison institutes, neither 
group felt that lesson planning was the main concept or skill they took from the institute. 

In summer 2018, the training model took into account what TFA had learned since 2016 
about CMs’ readiness to plan lessons after their institute training. While TFA still provides lesson 
plans to CMs, the approach is now one of gradual release. That is, the first five lessons are fully 
scripted. The next five are semi-scripted, with space for CMs to add in detail. And the rest of the 
lesson plans include the lesson outcomes but are unscripted. Throughout the lesson plans, there 
are prompts for CMs to consider. For example, there are prompts to consider the learning envi-
ronment. These prompts may be yet another reason why CMs were observed attempting to embed 
some of the core practices in their teaching. 

Culturally Relevant Pedagogy 
What culturally relevant pedagogy (CRP) is and who was supposed to train CMs to use 

it was an issue of much confusion in summer 2016. The student curricula that lead instructors 
were training CMs to use was grounded in CRP, but there was no explicit training about what 
that meant in practice. As described in Chapter 3, it was also lead instructors’ understanding that 
CRP training was the responsibility of the social justice seminar leaders. 

The 2018 training of lead instructors and coaches for the institute made it clear that CRP 
was the bridge between the self-reflective work in which CMs engage as part of the Diversity, 
Equity, and Inclusiveness (DEI) component (what were called “social justice seminars” and 
sometimes CRP training in 2016) and the teacher training that focused on the Learning Cycle and 
core practices. The purpose of CRP is to help CMs become culturally competent teachers by 
holding their students to high and transparent academic expectations; building affirming, authen-
tic relationships with their students; and using these relationships and knowledge to make the 
lessons they are teaching more relevant. DEI, on the other hand, undergirds CRP by promoting 
the development of CMs’ identity and cultural competence.3 The 2018 training also makes it clear 
that both CRP and DEI are at the core of TFA’s mission. 

TFA is working to revamp the most salient aspects of its summer training to help CMs 
become stronger teachers and leaders who are prepared to lead highly effective classrooms and 
advance the cause of educational equity. The 2016 redesign was just the first step in that process. 
Starting in 2018, TFA also began to redesign the support offered to CMs throughout their two-
year commitment, so that it is more aligned with the redesigned summer institute training. MDRC 
is conducting an evaluation of this effort. Findings from this evaluation will be published in an 
upcoming report. 

 

                                                 
3Ladson-Billings (1995). 
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Research on the implementation of the program included both qualitative and quantitative data-
collection activities. On the qualitative side, the study team conducted site visits to the program 
training institute that included observations of and focus groups with lead instructors, coaches, 
and corps members (CMs). At two of the comparison institutes, the study team conducted focus 
groups with the lead instructors, coaches, and CMs. In addition, at the end of the CMs’ first year 
of teaching, the team conducted phone interviews with both the program and comparison CMs. 

Observations 
● A sample of CMs’ summer school teaching in the program was observed. 

The observations were of both English language arts (ELA) and math lessons 
across Grades 1 through 12 in the middle week of the institute. 

● Lead instructor and coaching sessions were observed at two points in time 
(beginning and middle) during institute to assess the fidelity of implementation 
of the Learning Cycle and of how core practices were embedded in the model. 
The study team observed ELA and math sessions in Grades 1 to 12 from be-
ginning to end. The team observed most lead instructor sessions at least once 
and also various coaching sessions. 

Focus Groups 
● The study team conducted 23 focus groups with CMs in the last week of the 

program and comparison institutes. During the process of obtaining their 
consent, CMs indicated their interest in participating in a focus group. Of 
those who were interested, the team chose a sample that was racially diverse 
and included both men and women. The size of focus groups ranged from 6 
to 10 CMs. 

● The study team conducted 17 focus groups with teacher educators (lead in-
structors and coaches separately) during the last week of the program and com-
parison institutes. All lead instructors for ELA, mathematics, and elementary 
school, as well as a portion of coaches, across the three institutes volunteered. 

Follow-Up Interviews 
● In spring 2017, the study team interviewed by phone a sample of 39 CMs who 

participated in focus groups at the end of the summer institute in 2016. CMs 
indicated their interest and consented to participate in the spring interview at 
the start of the summer focus groups. From those who were interested, the 
team chose a sample that was racially diverse and included both men and 
women. 
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● The interviews with CMs followed up on the topics discussed during the focus 
groups at summer institute using a discussion format. These topics included 
key takeaways from the institute that stuck with CMs during the school year, 
how prepared CMs were when they first started teaching and how prepared 
they felt going into the second year of teaching, and the support that CMs re-
ceived during the school year and how aligned it was with the institute. 

What Was Measured and How 
● The main goal of the redesigned training was to teach CMs how to use the core 

practices in their teaching. To measure their use by CMs, the study team de-
veloped rubrics designed to capture evidence of the core practices in CMs’ 
summer school teaching. See Appendix Table A.1. 

● The role of lead instructors and coaches was to teach CMs how to use the core 
practices in their teaching via the Learning Cycle. The study team developed 
checklist observation protocols to keep track of the Learning Cycle an-
dragogies that were taught to CMs, the instructional activities used, and the 
core practices that were embedded in the instructional activities. 

● The study team conducted focus groups with CMs using a discussion format. 
The interviewer introduced two specific broad topics related to the key ideas, 
practices, or experiences that CMs took from their training and how prepared 
to teach they felt, to organically draw out from interviewees their most salient 
thoughts regarding these topics. The study team used probes to elicit from 
CMs why these ideas, practices, and experiences were key to their training, 
how they were introduced to them, and whether there were ideas, practices, or 
experiences introduced during training that they thought were unimportant. 
The probes related to CM preparedness included why they felt prepared and 
what aspects of teaching they felt most and least prepared to carry out in their 
classrooms. The study team intentionally did not ask respondents to comment 
on specific aspects of the institute such as the Learning Cycle, their sessions, 
support staff, or core practices, with the idea that what was important would 
rise to the surface. 

● The focus groups with lead instructors and coaches followed the same struc-
ture as the focus groups with CMs, and the broad topics were the same, except 
from the lead instructors’ and coaches’ perspectives. For instance, they were 
asked to identify the key ideas, practices, or experiences that were covered in 
training and how prepared they thought CMs were to teach. The study team 
used similar probes to facilitate the discussion. Additionally, the team asked 
the instructors and coaches about the training they received to teach the CMs 
and how prepared they felt to teach the CMs. The team also asked them to 
comment on their institute experience in terms of the institute’s organization. 
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● The follow-up interviews with CMs followed the same structure as the focus 
groups. The broad topics used were meant to follow up on the topics covered 
in the focus groups. These included questions about the key ideas, practices, 
or experiences that CMs took from their training and those that were unim-
portant. The study team also asked them about how prepared they were to 
teach in the fall and how prepared they were feeling about teaching a second 
year. They were also asked about the support they received during the school 
year. As with the focus groups, the interviewer introduced topics to organically 
draw out from interviewees their most salient thoughts regarding these topics. 
The study team used probes to elicit from CMs why these ideas, practices, and 
experiences were or were not key to their training, and about supports during 
the school year. The probes related to CM preparedness included why they felt 
prepared and what aspects of teaching they felt most and least prepared to carry 
out in their classrooms. The study team intentionally kept the topics broad. 

 

 

 



 

 

 

Appendix Table A.1 
 

Core Practice Summer Tool 

CORPS MEMBER EVIDENCE 

Core Practice Evidence to Look For: 

Creating and 
Maintaining a 
Productive 
Learning 
Environment 

• CMs develop and consistently implement a learning environment plan that includes expectations, positive recognition, support for unengaged 
learners, policies and procedures, and a room arrangement that foster an inclusive and equitable classroom community in which there is deep 
engagement in meaningful content and relationships thrive. 

• CMs know the name (and how to correctly pronounce it) of every student in their class, and also know some key pieces of information about each 
student's life and what matters to her/him. 

• CMs have a positive presence and communication style: warm, confident voice; positive facial expressions; and open body language (that is void 
of any fear or domination). 

• CMs deliver student-centered directions that provide clarity on the “what and how” of the task at hand. 
• CMs recognize and reinforce positive student behaviors and choices. 
• CMs use what they know about students as people and learners to redirect and hold them accountable when students are off-task or unengaged. 
• CMs promote relationships in which students are seen and heard as individuals, through checking in with students to see how they are as people, 

expressing genuine curiosity and truly listening when students share about themselves, letting students know they care, and responding to a stu-
dent's needs in an individualized manner. 

• CMs work toward increasing student autonomy and prioritize and foster meaningful student-student communication and relationships. 
• CMs encourage academic risk-taking by actively nurturing an environment in which students are affirmed for who they are and celebrated for ask-

ing questions, making and learning from mistakes, positing ideas, and sharing connections to their life. 
• CMs build excitement and investment about the instructional goals and upcoming learning experiences. 
• CMs connect with an adult in the family of each student at least twice during the course of institute. 

(continued) 
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Appendix Table A.1 (continued) 

CORPS MEMBER EVIDENCE 

Core Practice Evidence to Look For: 

Teaching To-
ward an Instruc-
tional Goal 

• CMs can identify what they are teaching and why it matters (to both the vision of one day in their content area and in students’ lives) and what 
success looks like at the end of the lesson cycle. 

• CMs execute lessons where the majority of opportunities for students to dialogue, read, write, or express themselves are clearly aligned to the 
instructional goal. 

• CMs make decisions and look for ways in the classroom to balance honoring student thinking, culture, and maintaining the rigor and goal of the 
lesson at hand because they understand that highly engaging lessons are connected to socio-political context and cultural and linguistic practices 
of students. 

• CMs understand that students should always experience the joy and wonder of learning through content that is deeply engaging (because they 
see and believe it has relevance to and purpose in their lives) and appropriately challenging (and feel properly supported to meet those chal-
lenges). 

• CMs begin to understand that their impact on students is measured by the assessment of learning and measurable results with students. 
• CMs are personally excited about the content and invested in their instructional goals. 

Positioning Stu-
dents as Com-
petent Sense-
makers 

• CMs see students as competent and begin to understand the ways in which funds of knowledge and cultural wealth can be/should be utilized in 
informing instructional planning. 

• CMs begin to see the humanity, individuality, and dignity in their students because of, not in spite of, who they are as people and as learners — 
and signal to students that they do (through their language, tone, instructional choices, expressions of care, orientation towards curiosity, etc.). 

• CMs release the majority of responsibility of learning to students, positioning themselves as a facilitator of student dialogue. 
• CMs create multiple opportunities and methods for students to think, process, and share their voice. 
• CMs ask questions that students can answer and set them up throughout the lesson to answer said questions; questions go beyond the factual 

/recall and elicit student thinking around new ideas or opinions; CMs offer space for students to make personal connections to the work. 
• CMs express curiosity in all student ideas by validating students’ thoughts and experiences — regardless of whether their thought is inaccurate, 

unfinished, or imprecise. 

(continued) 
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Appendix Table A.1 (continued) 

CORPS MEMBER EVIDENCE 

Core Practice Evidence to Look For: 

Teaching with 
Society in Mind 

• CMs understand their own identity, power, and privileges and how these have an impact on the way in which they interact with their students, par-
ents, and families inside and outside the classroom. 

• CMs are aware of the way in which social assumptions and privileges slip into daily interactions and believe that it is their job as a teacher to chal-
lenge social narratives that marginalize and oppress.  

• CMs make decisions that highlight the voice of students, parents, families, and the community in Tulsa. 
• CMs promote equity of voice in the classroom and are able to analyze their classroom for equity including, but not limited to gender, race, lan-

guage, ability, or other social categorizations. 
• CMs use inclusive language when speaking about students, parents, families and communities (for example, when discussing relationships, being 

mindful not to privilege heteronormative language). 
• CMs challenge socially offensive language in the classroom and engage in a discussion with students as to why the language was challenged. 
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Appendix B 

Teacher Surveys 
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This appendix provides additional information related to the teacher surveys that were used to 
explore whether the redesigned training shows promise for improving corps members’ (CM) per-
ceptions of the training and their commitment to teaching. The first section describes the two 
survey measures used in the analysis. The second section presents additional information on the 
proportion of CMs in the program and comparison regions who are included in the survey sample, 
as well as the characteristics of these CMs. 

Survey Measures 
As explained in Chapter 2, Teach For America (TFA) regularly administers surveys to monitor 
CMs’ expectations, their perceptions of the support they receive from TFA, their relationship with 
the TFA community, and their commitment to teaching, equity, and TFA’s vision. TFA admin-
isters the surveys online three times per year during the school year (eight weeks into the school 
year, mid-year, and at the end of year). The study team used the survey waves up to the fall of 
CMs’ second year of teaching; surveys administered at the end of CMs’ second year of teaching 
were not used because the 2016 cohort had not yet completed their second year of teaching at the 
time of the analysis. 

The study team measured the following two confirmatory outcomes at each time point, 
both of which are based on a 7-point agreement scale (1=strongly disagree, 2=disagree, 3=some-
what disagree, 4=neutral, 5=somewhat agree, 6=agree, 7=strongly agree): 

● Value of the summer training: This measure is based on CM’s level of agree-
ment with the following survey item: “Overall, I believe the preparation I re-
ceived from Teach For America prior to starting at my school was valuable in 
my efforts to become a successful teacher.” 

● Commitment to teaching and educational equity: This measure is a com-
posite based on eight items from the teacher survey that capture this construct.1 
CMs were asked to rate their level of agreement with the following statements: 

o I am confident that one day all children will have the opportunity to at-
tain an excellent education. 

o I feel part of a larger movement working to ensure that all children have 
the opportunity to attain an excellent education. 

o I am working in partnership with families and community members to 
ensure that all children have the opportunity to attain an excellent 
education. 

                                                 
1TFA also uses a version of this composite internally for monitoring purposes; it is called the Corps and 

Alumni Learning Index. 
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o I have a working theory of what it will take for all children to have the 
opportunity to attain an excellent education. 

o I know what role I want to play in ensuring that all children have the op-
portunity to attain an excellent education. 

o I am committed to working, now and in the future, to ensure that all chil-
dren have the opportunity to attain an excellent education. 

o I am growing the capabilities I need (e.g., knowledge, skills, relation-
ships, etc.) to play a valuable role in the movement to ensure that all chil-
dren have the opportunity to attain an excellent education. 

o I am effectively contributing to the effort to ensure that all children have 
the opportunity to attain an excellent education. 

A CM’s score on the composite is their average response across these items. The internal 
reliability of the scale (Cronbach’s alpha) ranges from 0.85 to 0.89, depending on the cohort and 
survey wave. (See Appendix Table B.1.) 

Survey Sample 
This section provides additional information on the survey sample that was used to estimate the 
effect of the redesigned training on the survey outcomes, based on a comparative interrupted time 
series (CITS) design. In general, the survey sample is defined as all CMs in the 2012 to 2016 
cohorts for whom, in a given survey wave, data were available for both of the survey measures 

2012 2013 2014 2015 2016
Survey Wave Cohort Cohort Cohort Cohort Cohort

Fall of first year NA 0.88 0.89 0.87 0.87
Middle of first year 0.84 0.89 0.89 0.87 0.88
End of first year 0.87 0.88 0.87 0.87 0.88
Fall of second year 0.88 0.89 0.87 0.87 0.88

Appendix Table B.1

Internal Reliability of the Commitment to Teaching and Educational Equity Measure

SOURCE: Teach For America corps member surveys. 

NOTE: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the summer 
institute the same year. The "baseline cohorts" (2012-2015) received their summer training prior to the launch of 
the redesigned institute in Tulsa. The "redesigned institute cohort" (2016) is the first cohort of CMs trained after 
the launch of the redesigned institute.Values in the table reflect the standardized Cronbach's alpha for the 
commitment to teaching and equity measure, which is a composite created from eight items related to CMs' 
beliefs in TFA's mission of  ensuring that each child has an opportunity to receive an excellent education, and 
CMs' beliefs in their own capacity to effectively contribute to this mission. Each item is based on a 7-point 
agreement scale.
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previously described.2 However, as can be seen in Appendix Table B.1, items measuring CMs’ 
commitment to teaching and educational equity were not included in the surveys administered in 
fall 2012. Therefore, for this survey wave, the survey sample for the 2012 cohort is defined as 
CMs for whom data were available on CMs’ perceptions of the training only (the first survey 
outcome). More generally, the fact that CMs’ commitment to teaching was not measured for this 
survey wave means that the survey sample for the fall of CMs’ first year does not include the 
2012 cohort of CMs. Relatedly, it also means that there are three baseline cohorts (and not four) 
in the CITS design when estimating the effect of the redesigned training on CMs’ perceptions in 
the fall of their first year. 

Response Rates 
For the purposes of measuring response rates, the target population for the surveys in-

cludes all CMs in the study regions and in the 2012 to 2016 cohorts (the full study sample). 
Appendix Table B.2 shows the percentage of these CMs who are included in the survey sample, 
by cohort and for each group of regions (program and comparison). This table shows that the 
percentage of CMs included in the survey sample generally decreases across survey waves. For 
example, among all CMs in the 2016 cohort, 88 percent of CMs completed the survey in the 
fall of their first year of teaching, whereas 72 percent completed the survey in the fall of their 
second year of teaching. This reflects the fact that some CMs were no longer with TFA by this 
time. There are fewer regions in the 2012 to 2014 cohort study sample (15 regions rather than 
18 regions) because two of the program regions did not exist before 2015, so these two program 
regions and their matched comparison regions are not included in the study sample or the survey 
sample for these earlier cohorts.3 

Appendix Table B.2 also shows that although the differential attrition rate between pro-
gram regions is sometimes statistically significant, it does not exceed 10 percent for any cohort 
or survey wave. Thus, the study meets the What Works Clearinghouse (WWC) standards for 
“low attrition” based on the liberal boundary used by the WWC review protocol for teacher train-
ing and professional development studies.4 

When using a CITS design, the response rates should also be similar across cohorts, and 
any deviations over time in response rates should be similar across the program and comparison 
regions. To examine this issue, the study team used a CITS design to look at the “effect” of the 
redesigned training on survey response rates. An “effect” on response rates would suggest that 
the estimated effect of the new training on CMs’ outcomes could be confounded with differential 
 
  

                                                 
2There are very few CMs for whom data was available for one outcome but not the other, so restricting the 

sample to include CMs with both measures did not result in the exclusion of many additional CMs from the 
survey sample. 

3The statistical model for the CITS design can accommodate the fact that these regions had fewer baseline 
cohorts. 

4What Works Clearinghouse (2017). 
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Program Comparison Estimated
Inclusion Rate Regions Regions Difference P-Value

2012 cohort
Fall of first year (%) 90.2 90.2 0.0 0.997
Middle of first year (%) 87.4 85.1 2.2 0.534
End of first year (%) 82.6 81.5 1.1 0.798
Fall of second year (%) 81.8 78.8 3.0 0.247

Number of regions 6 11

Number of corps members 738 1,170

2013 cohort
Fall of first year (%) 89.7 85.1 4.6 * 0.084
Middle of first year (%) 84.5 81.8 2.7 0.491
End of first year (%) 79.1 76.0 3.1 0.476
Fall of second year (%) 76.4 72.6 3.8 0.323

Number of regions 6 11

Number of corps members 694 1,061

2014 cohort
Fall of first year (%) 88.6 87.8 0.8 0.786
Middle of first year (%) 87.0 84.2 2.8 0.354
End of first year (%) 82.3 79.2 3.0 0.401
Fall of second year (%) 77.3 75.5 1.7 0.601

Number of regions 6 11

Number of corps members 606 973

2015 cohort
Fall of first year (%) 85.4 87.6 -2.2 0.432
Middle of first year (%) 78.2 83.9 -5.6 0.130
End of first year (%) 77.5 80.7 -3.2 0.377
Fall of second year (%) 77.7 74.9 2.8 0.459

Number of regions 8 13

Number of corps members 420 887
(continued)

Appendix Table B.2

Percentage of Corps Members Included in the Survey Sample
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changes over time in the composition of the survey sample. However, in fact, the redesigned 
training did not have a statistically significant effect on survey response rates, which gives further 
credibility to the CITS findings presented in this study. 

Sample Characteristics 
This section examines the characteristics of the CMs in the survey sample, in both the 

program and comparison regions. As explained in Chapter 2, a useful rule of thumb is that differ-
ences should not exceed an effect size of 0.25 standard deviations. An effect size is the difference 
in values for an outcome measure or characteristic expressed as a proportion of the standard de-
viation for that outcome measure or characteristic.5 

Appendix Tables B.3 to B.6 show the characteristics of CMs in the survey sample, for each of 
the four survey waves. These tables show that the characteristics of CMs in the survey samples 
were similar to those of CMs in the full study sample (Table 2.4). In addition, CMs in the program 
and comparison regions had similar levels of education and preparation before joining TFA, as 

                                                 
5Effects sizes in this section are based on the standard deviation for the pooled sample (program and com-

parison regions). See Appendix E for standard deviations by sample and group. 

Program Comparison Estimated
Inclusion Rate Regions Regions Difference P-Value

2016 cohort
Fall of first year (%) 88.3 89.3 -1.0 0.758
Middle of first year (%) 83.7 83.1 0.6 0.882
End of first year (%) 82.1 80.3 1.8 0.672
Fall of second year (%) 74.0 70.9 3.1 0.577

Number of regions 8 13

Number of corps members 361 815

Appendix Table B.2 (continued)

SOURCE: Teach For America corps member surveys. 

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and 
attended the summer institute the same year. The baseline cohorts (2012-2015) received their 
summer training before the launch of the redesigned institute in Tulsa. The 2016 cohort is the first 
cohort of CMs trained after the launch of the redesigned institute. The number of CMs represents 
the total number of CMs in the cohort in the full study sample.  

A CM is included in the survey sample if there are data available for the two confirmatory 
survey measures in a given survey wave. There are fewer regions in  the 2012-2014 samples 
because two of the program regions (Idaho and Orlando) did not yet exist at this time. Therefore, 
these regions  and their comparison regions are not included in the 2012-2014 samples. Rounding 
may cause slight discrepancies in calculating sums and differences.

A two-tailed t-test was applied to estimated deviations and estimated differences between 
program regions and comparison regions. The statistical significance of estimated differences  is 
indicated as following: *** = 1 percent; ** = 5 percent; * = 10 percent.  
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well as similar demographic characteristics. All baseline differences in these tables are less than 
0.25 as an effect size. 

Appendix Tables B.7 to B.10 present the characteristics of the teaching placements of 
CMs in the survey sample for each of the four survey waves. Similar to the full study sample, 
CMs in the survey sample were also teaching in schools with high levels of need, and this was 
true for CMs in both the program regions and the comparison regions. However, the two groups 
of CMs differed somewhat with respect to some of the characteristics of their schools, and these 
differences exceed 0.25 in magnitude. For example, students in the program CMs’ schools were 
less likely to be eligible for free or reduced price lunch and less likely to be chronically absent. 

However, as discussed in Chapter 2, the comparison regions may still provide a credible 
counterfactual for the program regions, for two reasons. First, the CMs in both the program and 
comparison regions were working in high poverty disadvantaged schools. Second, the program 
and comparison regions were similar to each other on average with respect to the survey outcomes 
of a prior cohort of CMs (Table 2.3). 

Additionally, as a sensitivity analysis, a CITS design was used to look at the “effect” of 
the redesigned training on the characteristics of CMs and their school placements. An “effect” on 
these characteristics would suggest that the estimated effect of the redesigned training on CMs’ 
outcomes could be confounded with differential changes in CMs’ characteristics or their school 
context that happened for the 2016 cohort relative to prior cohorts. However, the results of this 
sensitivity analysis show that the estimated effect of the redesigned training does not exceed 0.25 
(as an effect size) for any characteristic, and it is not statistically significant for any characteristic 
except whether a CM had prior training in education. For this latter characteristic, the effect size 
does not exceed 0.25. These findings lend further credibility to the survey findings presented in 
this report. 
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Program Comparison Estimated Effect
Characteristic Regions Regions Difference Size P-Value

Preparation and skills
Composite application score (1-5) 3.63 3.63 0.00 -0.02 0.845
Educational attainment (%)
    Bachelor 86.7 87.1 -0.4 -0.01 0.920

Masters 10.8 10.7 0.1 0.00 0.984
Doctorate 1.3 2.2 -0.9 -0.06 0.373
Other graduate degree 0.9 0.2 0.7 0.10 0.129

Major or minor in Education (%) 15.1 16.7 -1.5 -0.04 0.577
Prospect type (%)

Undergraduate 57.2 61.7 -4.5 -0.09 0.474
Graduate 6.8 5.5 1.2 0.05 0.529
Professional 35.6 32.9 2.6 0.05 0.641

Demographic
Age at entry into TFA 25.21 24.81 0.39 0.07 0.585
First in family to attend college (%) 35.5 33.9 1.7 0.03 0.791
Received a Pell grant (%) 47.8 51.3 -3.5 -0.07 0.554
Race and ethnicity (%)

Hispanic 11.5 17.1 -5.6 -0.15 0.466
Black 20.0 21.0 -1.0 -0.02 0.900
White 44.3 48.9 -4.6 -0.08 0.593
Asian 6.8 4.2 2.7 0.12 0.202
Other 15.3 8.9 6.4 *** 0.19 0.009

Person of color (%) 52.1 49.9 2.2 0.04 0.788
Female (%) 72.8 76.5 -3.7 -0.08 0.386

Number of regions 8 13
Number of corps members 316 714

Appendix Table B.3

Characteristics of the 2016 Cohort,
Fall Survey Sample, First Year of Placement

SOURCE: Teach For America administrative records for corps members. 

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the summer 
institute the same year. The findings in this table are for the 2016 cohort of CMs, who joined TFA in the year the 
redesigned summer institute was launched. The number of CMs represents the total number of CMs in this cohort 
who responded to the survey (that is, for whom data are available on the two primary survey measures). CMs' 
characteristics are measured during the application process to TFA. The composite application score is based on 
a 5-point scale measuring CMs' skills in several areas, using information from their application materials and 
interviews.  

The values in the columns "Program Regions" and "Comparison Regions" are observed means. 
A two-tailed t-test was applied to estimated deviations and estimated differences between program regions and 

comparison regions. The statistical significance of estimated differences is indicated as follows: *** = 1 percent; ** 
= 5 percent; * = 10 percent. 

Rounding may cause slight discrepancies in calculating sums and differences.
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Program Comparison Estimated Effect
Characteristic Regions Regions Difference Size P-Value

Preparation and skills
Composite application score (1-5) 3.62 3.63 -0.01 -0.05 0.610
Educational attainment (%)
    Bachelor 86.8 87.3 -0.5 -0.01 0.912

Masters 10.5 11.0 -0.5 -0.01 0.901
Doctorate 1.3 2.0 -0.6 -0.04 0.521
Other graduate degree 1.0 0.0 1.0 ** 0.18 0.020

Major or minor in Education (%) 15.6 17.2 -1.6 -0.04 0.603
Prospect type (%)

Undergraduate 56.2 62.5 -6.3 -0.12 0.357
Graduate 6.8 5.1 1.7 0.07 0.405
Professional 36.5 32.7 3.9 0.08 0.531

Demographic
Age at entry into TFA 24.99 24.78 0.21 0.04 0.764
First in family to attend college (%) 33.9 34.7 -0.7 -0.01 0.913
Received a Pell grant (%) 48.4 51.0 -2.6 -0.05 0.685
Race and ethnicity (%)

Hispanic 11.3 17.2 -6.0 -0.16 0.438
Black 20.6 20.7 -0.1 0.00 0.990
White 44.8 48.5 -3.7 -0.07 0.661
Asian 6.5 4.0 2.4 0.11 0.243
Other 14.8 9.6 5.1 ** 0.15 0.035

Person of color (%) 51.7 50.0 1.7 0.03 0.828
Female (%) 73.5 76.3 -2.8 -0.06 0.482

Number of regions 8 13
Number of corps members 300 663

Appendix Table B.4

Characteristics of the 2016 Cohort,
Mid-Year Survey Sample, First Year of Placement

SOURCE: Teach For America administrative records for corps members. 

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the summer 
institute the same year. The findings in this table are for the 2016 cohort of CMs, who joined TFA in the year the 
redesigned summer institute was launched. The number of CMs represents the total number of CMs in this cohort 
who responded to the survey (that is, for whom data are available on the two primary survey measures). CMs' 
characteristics are measured during the application process to TFA. The composite application score is based on a 
5-point scale measuring CMs' skills in several areas, using information from their application materials and 
interviews.  

The values in the columns "Program Regions" and "Comparison Regions" are observed means. 
A two-tailed t-test was applied to estimated deviations and estimated differences between program regions and 

comparison regions. The statistical significance of estimated differences is indicated as follows: *** = 1 percent; ** 
= 5 percent; * = 10 percent. 

Rounding may cause slight discrepancies in calculating sums and differences.
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Program Comparison Estimated Effect
Characteristic Regions Regions Difference Size P-Value

Preparation and skills
Composite application score (1-5) 3.62 3.63 0.00 -0.01 0.866
Educational attainment (%)
    Bachelor 86.1 87.9 -1.9 -0.05 0.668

Masters 11.2 10.3 0.9 0.03 0.809
Doctorate 1.4 2.0 -0.7 -0.05 0.506
Other graduate degree 1.0 0.0 1.0 ** 0.18 0.018

Major or minor in Education (%) 15.9 17.3 -1.5 -0.04 0.644
Prospect type (%)

Undergraduate 56.6 63.0 -6.4 -0.12 0.342
Graduate 7.3 4.8 2.4 0.10 0.236
Professional 35.6 32.5 3.1 0.06 0.613

Demographic
Age at entry into TFA 25.10 24.73 0.37 0.07 0.641
First in family to attend college (%) 33.2 33.9 -0.8 -0.02 0.909
Received a Pell grant (%) 48.5 50.7 -2.2 -0.04 0.733
Race and ethnicity (%)

Hispanic 11.5 16.9 -5.4 -0.14 0.474
Black 21.5 20.6 0.9 0.02 0.908
White 44.0 49.1 -5.1 -0.10 0.559
Asian 6.6 4.2 2.4 0.11 0.257
Other 14.3 9.0 5.2 * 0.16 0.057

Person of color (%) 52.4 49.6 2.8 0.05 0.736
Female (%) 72.4 76.1 -3.7 -0.08 0.364

Number of regions 8 13
Number of corps members 295 640

Appendix Table B.5

Characteristics of the 2016 Cohort,
End-of-Year Survey Sample, First Year of Placement

SOURCE: Teach For America administrative records for corps members. 

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the summer 
institute the same year. The findings in this table are for the 2016 cohort of CMs, who joined TFA in the year the 
redesigned summer institute was launched. The number of CMs represents the total number of CMs in this cohort 
who responded to the survey (that is, for whom data are available on the two primary survey measures). CMs' 
characteristics are measured during the application process to TFA. The composite application score is based on 
a 5-point scale measuring CMs' skills in several areas, using information from their application materials and 
interviews.  

The values in the columns "Program Regions" and "Comparison Regions" are observed means. 
A two-tailed t-test was applied to estimated deviations and estimated differences between program regions and 

comparison regions. The statistical significance of estimated differences is indicated as follows: *** = 1 percent; ** 
= 5 percent; * = 10 percent. 

Rounding may cause slight discrepancies in calculating sums and differences.
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Program Comparison Estimated Effect
Characteristic Regions Regions Difference Size P-Value

Preparation and skills
Composite application score (1-5) 3.63 3.64 0.00 -0.01 0.879
Educational attainment (%)
    Bachelor 85.7 88.6 -2.9 -0.08 0.517

Masters 11.8 10.5 1.3 0.04 0.743
Doctorate 1.1 1.0 0.1 0.01 0.877
Other graduate degree 0.7 0.0 0.7 ** 0.15 0.046

Major or minor in Education (%) 16.0 17.9 -1.9 -0.05 0.586
Prospect type (%)

Undergraduate 57.8 62.5 -4.7 -0.09 0.497
Graduate 7.7 4.9 2.8 0.11 0.190
Professional 33.6 32.7 0.9 0.02 0.879

Demographic
Age at entry into TFA 25.21 24.62 0.59 0.11 0.473
First in family to attend college (%) 32.7 33.3 -0.5 -0.01 0.936
Received a Pell grant (%) 48.3 50.3 -2.1 -0.04 0.755
Race and ethnicity (%)

Hispanic 11.1 16.6 -5.5 -0.15 0.469
Black 21.1 20.7 0.5 0.01 0.954
White 44.0 49.1 -5.1 -0.09 0.575
Asian 6.5 4.6 1.9 0.08 0.386
Other 14.9 8.8 6.1 ** 0.18 0.031

Person of color (%) 52.8 49.9 2.8 0.05 0.748
Female (%) 74.0 75.5 -1.6 -0.03 0.717

Number of regions 8 13
Number of corps members 267 561

Appendix Table B.6

Characteristics of the 2016 Cohort,
Fall Survey Sample, Second Year of Placement

SOURCE: Teach For America administrative records for corps members. 

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the summer 
institute the same year. The findings in this table are for the 2016 cohort of CMs, who joined TFA in the year the 
redesigned summer institute was launched. The number of CMs represents the total number of CMs in this cohort 
who responded to the survey (that is, for whom data are available on the two primary survey measures). CMs' 
characteristics are measured during the application process to TFA. The composite application score is based on 
a 5-point scale measuring CMs' skills in several areas, using information from their application materials and 
interviews.  

The values in the columns "Program Regions" and "Comparison Regions" are observed means. 
A two-tailed t-test was applied to estimated deviations and estimated differences between program regions and 

comparison regions. The statistical significance of estimated differences is indicated as follows: *** = 1 percent; ** 
= 5 percent; * = 10 percent. 

Rounding may cause slight discrepancies in calculating sums and differences.
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Program Comparison Estimated Effect
Placement Characteristic Regions Regions Difference Size P-Value

Grade and subject of placement
Grade level

Lower elementary school 18.1 16.8 1.3 0.03 0.736
Upper elementary school 29.3 22.2 7.0 0.15 0.167
Middle school 28.6 29.9 -1.3 -0.03 0.797
High school 23.8 31.3 -7.5 -0.15 0.183

Subject taught
General education 38.4 26.8 11.6 0.24 0.148
ELA 20.6 23.1 -2.5 -0.06 0.608
Mathematics 19.0 21.2 -2.2 -0.05 0.462
Science 15.5 15.8 -0.3 -0.01 0.895
Social studies 4.3 6.3 -2.0 -0.08 0.453
World languages 0.8 3.1 -2.3 -0.14 0.122
Other 1.4 3.5 -2.1 -0.12 0.317

Characteristics of placement schools
School size and type

Total enrollment 757.07 695.54 61.53 0.11 0.633
Title I school (%) 95.8 96.6 -0.8 -0.04 0.807
Magnet school (%) 26.3 7.0 19.3 * 0.51 0.052
Charter school (%) 22.2 33.2 -11.0 -0.23 0.368

Staffing
First-year teachers at the school (%) 35.8 28.4 7.5 0.26 0.426
Teacher absences (% with 10 

or more per year) 38.3 24.5 13.9 ** 0.56 0.046
Certified (%) 97.4 90.6 6.8 0.38 0.142

School location (%)
Urban 59.4 70.3 -10.9 -0.23 0.458
Suburban 32.7 19.6 13.1 0.30 0.241
Town 2.0 5.4 -3.3 -0.15 0.593
Rural 5.4 4.6 0.7 0.04 0.873

Characteristics of students in placement schools
Chronically absent students (%) 13.9 21.6 -7.7 -0.36 0.145

Students retained (%) 3.6 5.8 -2.2 * -0.33 0.087
(continued)

Appendix Table B.7

Characteristics of the First-Year Teaching Placements of the 2016 Cohort,
Fall Survey Sample (First Year of Placement)
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Program Comparison Estimated Effect
Placement Characteristic Regions Regions Difference Size P-Value

Students with 1 or more
in-school suspensions (%) 7.9 9.2 -1.3 -0.11 0.523

Students with 1 or more 
out-of-school suspensions (%) 11.6 17.0 -5.3 -0.36 0.102

Free or reduced price lunch students (%) 82.4 86.3 -3.9 -0.23 0.320

Students with English as a second
language (%) 16.3 15.2 1.1 0.07 0.839

Students with an Individualized
Education Plan (%) 10.8 12.1 -1.3 -0.19 0.459

Racial/ethnic composition of students (%)
Hispanic 33.5 42.4 -8.9 -0.25 0.533
Black 46.5 46.2 0.4 0.01 0.981
White 12.6 6.5 6.1 0.51 0.143
Asian 2.6 2.2 0.5 0.08 0.776
Other 4.6 2.7 1.8 0.38 0.282

Female students (%) 48.4 49.0 -0.5 -0.08 0.392

Number of regions 8 13
Number of corps members 316 714

Appendix Table B.7 (continued)

SOURCE: Teach For America administrative records for corps members, National Center for Education 
Statistics Common Core of Data (2015-2016), Private School Survey (2015-2016), and Office of Civil Rights 
Data Collection (2013-2014).

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the 
summer institute the same year. The findings in this table are for the 2016 cohort of CMs, who joined TFA in 
the year the redesigned summer institute was launched. The number of CMs represents the total number of 
CMs in this cohort who responded to the survey (that is, for whom data are available on the two primary 
survey measures). CMs' placement characteristics are measured  in the fall of their first year of teaching.  

The values in the columns "Program Regions" and "Comparison Regions" are observed means. Values in 
the "Effect Size" column are the estimated difference divided by the standard deviation for the pooled sample. 
Rounding may cause slight discrepancies in calculating sums and differences.

A two-tailed t-test was applied to estimated deviations and estimated differences between program regions 
and comparison regions. The statistical significance of estimated differences is indicated as follows: *** = 1 
percent; ** = 5 percent; * = 10 percent. 
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Program Comparison Estimated Effect
Placement Characteristic Regions Regions Difference Size P-Value

Grade and subject of placement
Grade level

Lower elementary school 17.6 16.9 0.7 0.02 0.865
Upper elementary school 30.6 23.0 7.6 0.16 0.125
Middle school 26.6 29.2 -2.7 -0.05 0.608
High school 25.0 31.1 -6.1 -0.13 0.308

Subject taught
General education 38.8 27.0 11.9 0.24 0.155
ELA 21.1 23.7 -2.7 -0.06 0.604
Mathematics 18.9 21.1 -2.1 -0.05 0.473
Science 15.3 15.6 -0.3 -0.01 0.916
Social studies 4.2 6.1 -1.9 -0.08 0.429
World languages 0.4 3.1 -2.8 ** -0.16 0.042
Other 1.4 3.3 -1.9 -0.11 0.408

Characteristics of placement schools
School size and type

Total enrollment 759.17 702.37 56.80 0.10 0.667
Title I school (%) 95.1 96.7 -1.7 -0.09 0.653
Magnet school (%) 26.5 7.0 19.5 ** 0.52 0.049
Charter school (%) 21.5 31.9 -10.5 -0.22 0.383

Staffing
First-year teachers at the school (%) 36.4 28.3 8.1 0.28 0.398
Teacher absences (% with 10 

or more per year) 38.3 25.1 13.1 * 0.54 0.064
Certified (%) 97.8 90.1 7.7 0.41 0.125

School location (%)
Urban 58.8 70.8 -12.0 -0.25 0.416
Suburban 32.5 19.0 13.6 0.32 0.215
Town 2.2 5.5 -3.3 -0.15 0.602
Rural 5.8 4.7 1.2 0.05 0.805

Characteristics of students in placement schools
Chronically absent students (%) 14.0 21.5 -7.6 -0.35 0.156

Students retained (%) 3.6 5.9 -2.3 * -0.34 0.077
(continued)

Appendix Table B.8

Characteristics of the First-Year Teaching Placements of the 2016 Cohort,
Mid-Year Survey Sample (First Year of Placement)
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Program Comparison Estimated Effect
Placement Characteristic Regions Regions Difference Size P-Value

Students with 1 or more
in-school suspensions (%) 7.9 9.0 -1.1 -0.09 0.592

Students with 1 or more 
out-of-school suspensions (%) 11.8 16.7 -4.9 -0.34 0.126

Free or reduced price lunch students (%) 82.7 86.5 -3.8 -0.24 0.315

Students with English as a second
language (%) 16.1 15.5 0.6 0.03 0.916

Students with an Individualized
Education Plan (%) 10.8 12.1 -1.3 -0.19 0.437

Racial/ethnic composition of students (%)
Hispanic 33.8 42.7 -8.9 -0.25 0.532
Black 46.6 46.0 0.5 0.01 0.973
White 12.5 6.3 6.2 0.52 0.128
Asian 2.6 2.2 0.4 0.07 0.821
Other 4.5 2.8 1.7 0.33 0.330

Female students (%) 48.4 48.9 -0.5 -0.07 0.377

Number of regions 8 13
Number of corps members 300 663

Appendix Table B.8 (continued)

SOURCE: Teach For America administrative records for corps members, National Center for Education 
Statistics Common Core of Data (2015-2016), Private School Survey (2015-2016), and Office of Civil Rights 
Data Collection (2013-2014).

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the 
summer institute the same year. The findings in this table are for the 2016 cohort of CMs, who joined TFA in 
the year the redesigned summer institute was launched. The number of CMs represents the total number of 
CMs in this cohort who responded to the survey (that is, for whom data are available on the two primary 
survey measures). CMs' placement characteristics are measured  in the fall of their first year of teaching.  

The values in the columns "Program Regions" and "Comparison Regions" are observed means. Values in 
the "Effect Size" column are the estimated difference divided by the standard deviation for the pooled sample. 
Rounding may cause slight discrepancies in calculating sums and differences.

A two-tailed t-test was applied to estimated deviations and estimated differences between program regions 
and comparison regions. The statistical significance of estimated differences is indicated as follows: *** = 1 
percent; ** = 5 percent; * = 10 percent. 
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Program Comparison Estimated Effect
Placement Characteristic Regions Regions Difference Size P-Value

Grade and subject of placement
Grade level

Lower elementary school 17.7 16.9 0.8 0.02 0.837
Upper elementary school 29.6 22.6 7.0 0.15 0.177
Middle school 26.8 29.5 -2.6 -0.05 0.616
High school 25.7 31.3 -5.7 -0.12 0.340

Subject taught
General education 38.5 27.2 11.3 0.23 0.175
ELA 21.5 24.1 -2.6 -0.06 0.603
Mathematics 19.9 21.4 -1.4 -0.03 0.637
Science 14.5 15.4 -0.9 -0.02 0.737
Social studies 4.3 5.8 -1.5 -0.06 0.577
World languages 0.4 2.9 -2.5 * -0.15 0.082
Other 1.1 3.1 -2.0 -0.12 0.352

Characteristics of placement schools
School size and type

Total enrollment 759.51 697.97 61.55 0.11 0.633
Title I school (%) 95.2 96.7 -1.5 -0.07 0.686
Magnet school (%) 27.6 7.0 20.6 ** 0.54 0.046
Charter school (%) 21.3 31.7 -10.4 -0.22 0.383

Staffing
First-year teachers at the school (%) 36.4 28.3 8.1 0.28 0.404
Teacher absences (% with 10 

or more per year) 38.2 24.8 13.4 ** 0.55 0.046
Certified (%) 97.8 89.8 8.0 0.42 0.110

School location (%)
Urban 58.8 70.8 -12.0 -0.25 0.409
Suburban 32.8 19.2 13.7 0.31 0.210
Town 2.1 5.2 -3.1 -0.15 0.608
Rural 5.7 4.8 0.9 0.04 0.848

Characteristics of students in placement schools
Chronically absent students (%) 14.2 21.3 -7.1 -0.33 0.185

Students retained (%) 3.6 5.8 -2.2 -0.32 0.104
(continued)

Appendix Table B.9

Characteristics of the First-Year Teaching Placements of the 2016 Cohort,
End-of-Year Survey Sample (First Year of Placement)
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Program Comparison Estimated Effect
Placement Characteristic Regions Regions Difference Size P-Value

in-school suspensions (%) 8.0 9.3 -1.3 -0.10 0.545

Students with 1 or more 
out-of-school suspensions (%) 12.0 16.5 -4.4 -0.31 0.164

Free or reduced price lunch students (%) 82.2 86.6 -4.4 -0.27 0.253

Students with English as a second
language (%) 16.0 15.8 0.3 0.01 0.963

Students with an Individualized
Education Plan (%) 10.8 12.3 -1.5 -0.21 0.382

Racial/ethnic composition of students (%)
Hispanic 32.9 43.1 -10.2 -0.28 0.476
Black 47.5 45.9 1.5 0.04 0.924
White 12.5 6.1 6.4 0.53 0.121
Asian 2.6 2.2 0.4 0.06 0.833
Other 4.5 2.7 1.9 0.38 0.273

Female students (%) 48.3 49.0 -0.6 -0.10 0.204

Number of regions 8 13
Number of corps members 295 640

Appendix Table B.9 (continued)

SOURCE: Teach For America administrative records for corps members, National Center for Education 
Statistics Common Core of Data (2015-2016), Private School Survey (2015-2016), and Office of Civil Rights 
Data Collection (2013-2014).

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the 
summer institute the same year. The findings in this table are for the 2016 cohort of CMs, who joined TFA in 
the year the redesigned summer institute was launched. The number of CMs represents the total number of 
CMs in this cohort who responded to the survey (that is, for whom data are available on the two primary 
survey measures). CMs' placement characteristics are measured  in the fall of their first year of teaching.  

The values in the columns "Program Regions" and "Comparison Regions" are observed means. Values in 
the "Effect Size" column are the estimated difference divided by the standard deviation for the pooled sample. 
Rounding may cause slight discrepancies in calculating sums and differences.

A two-tailed t-test was applied to estimated deviations and estimated differences between program regions 
and comparison regions. The statistical significance of estimated differences is indicated as follows: *** = 1 
percent; ** = 5 percent; * = 10 percent. 
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Program Comparison Estimated Effect
Placement Characteristic Regions Regions Difference Size P-Value

Grade and subject of placement
Grade level

Lower elementary school 18.9 14.4 4.5 0.11 0.256
Upper elementary school 26.5 22.4 4.0 0.09 0.465
Middle school 27.9 30.1 -2.2 -0.04 0.704
High school 26.2 33.4 -7.2 -0.15 0.250

Subject taught
General education 27.7 26.3 1.4 0.03 0.871
ELA 24.9 25.4 -0.5 -0.01 0.914
Mathematics 22.4 20.4 2.0 0.05 0.529
Science 15.0 16.9 -1.9 -0.05 0.576
Social studies 4.9 5.8 -0.9 -0.04 0.741
World languages 0.4 2.4 -2.0 -0.13 0.155
Other 6.1 3.6 2.5 0.12 0.508

Characteristics of placement schools
School size and type

Total enrollment 712.75 714.86 -2.11 0.00 0.987
Title I school (%) 96.2 97.6 -1.4 -0.08 0.633
Magnet school (%) 26.1 4.5 21.6 ** 0.59 0.034
Charter school (%) 22.4 30.1 -7.8 -0.17 0.495

Staffing
First-year teachers at the school (%) 34.9 27.6 7.3 0.25 0.416
Teacher absences (% with 10 

or more per year) 36.6 25.7 10.9 0.45 0.173
Certified (%) 98.0 90.3 7.7 0.44 0.115

School location (%)
Urban 59.2 70.3 -11.0 -0.23 0.460
Suburban 29.5 19.7 9.8 0.22 0.355
Town 3.3 5.2 -2.0 -0.09 0.744
Rural 7.5 4.7 2.8 0.13 0.609

Characteristics of students in placement schools
Chronically absent students (%) 14.1 21.9 -7.8 -0.37 0.150

Students retained (%) 3.9 6.2 -2.3 * -0.37 0.082
(continued)

Appendix Table B.10

Characteristics of the First-Year Teaching Placements of the 2016 Cohort,
Fall Survey Sample (Second Year of Placement)
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Program Comparison Estimated Effect
Placement Characteristic Regions Regions Difference Size P-Value

Students with 1 or more
in-school suspensions (%) 8.0 9.6 -1.6 -0.12 0.429

Students with 1 or more 
out-of-school suspensions (%) 11.7 17.1 -5.4 * -0.36 0.082

Free or reduced price lunch students (%) 81.4 86.1 -4.7 -0.27 0.272

Students with English as a second
language (%) 15.9 15.5 0.4 0.02 0.941

Students with an Individualized
Education Plan (%) 11.1 13.2 -2.1 -0.26 0.349

Racial/ethnic composition of students (%)
Hispanic 31.1 43.5 -12.4 -0.35 0.382
Black 48.1 44.6 3.5 0.09 0.829
White 13.4 7.0 6.3 0.48 0.224
Asian 2.7 2.3 0.5 0.08 0.780
Other 4.7 2.6 2.1 0.45 0.201

Female students (%) 48.5 48.8 -0.3 -0.06 0.583

Number of regions 8 13
Number of corps members 267 561

Appendix Table B.10 (continued)

SOURCE: Teach For America administrative records for corps members, National Center for Education 
Statistics Common Core of Data (2015-2016), Private School Survey (2015-2016), and Office of Civil Rights 
Data Collection (2013-2014).

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the 
summer institute the same year. The findings in this table are for the 2016 cohort of CMs, who joined TFA in 
the year the redesigned summer institute was launched. The number of CMs represents the total number of 
CMs in this cohort who responded to the survey (that is, for whom data are available on the two primary 
survey measures). CMs' placement characteristics are measured  in the fall of their first year of teaching.  

The values in the columns "Program Regions" and "Comparison Regions" are observed means. Values in 
the "Effect Size" column are the estimated difference divided by the standard deviation for the pooled sample. 
Rounding may cause slight discrepancies in calculating sums and differences.

A two-tailed t-test was applied to estimated deviations and estimated differences between program regions 
and comparison regions. The statistical significance of estimated differences is indicated as follows: *** = 1 
percent; ** = 5 percent; * = 10 percent. 
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This appendix provides additional information about the closed-ended teacher logs that the study 
team used to examine corps members’ (CM) use of instructional strategies aligned with college- 
and career-readiness standards. The first section describes the format and content of the teacher 
logs and the measures that the team constructed from them. The second section presents addi-
tional information on the proportion of CMs in the program and comparison regions who are 
included in the teacher log sample, as well as the characteristics of these CMs. 

Data Collection and Measures 
As explained in Chapter 2, the study team used weekly online teacher logs to measure the self-
reported instructional practices used by CMs in the 2016 cohort during their first year of teaching. 
The logs were sent to CMs in the program and comparison regions who were teaching English 
Language Arts (ELA), mathematics, or general education, and who consented to participate in 
this data collection. The format of the log (open-ended versus closed-ended) alternated across 
weeks. 

The closed-ended logs — which were used to look at the effect of the redesigned training 
on CMs’ use of instructional strategies aligned with college- and career-readiness standards — 
asked CMs to report on how often they used different type of strategies. At the start of each log, 
CMs received a randomly selected letter of the alphabet and asked to report on their instructional 
practices with a focal student whose name starts with that letter (or the closest letter). 

The items in the closed-ended logs were aligned with TFA’s college- and career-readi-
ness standards, which are subject-specific instructional standards that undergird the training 
model used at the national institute in Tulsa and that are aligned with the common core state 
standards.1 Because the standards differ across subjects and grade levels, the closed-ended log 
items differed across levels and subjects as well. Appendix Tables C.1 and C.2 list the items 
included in the closed-ended logs for ELA and mathematics, respectively, and Appendix Boxes 
C.1 to C.4 show how the items maps onto the college- and career-readiness standards by content 
area and level. 

The study team asked each CM to complete 15 closed-ended logs during the year. The 
team sent CMs teaching secondary school, as well as CMs teaching elementary school in depart-
mentalized schools, the closed-ended log for their content area and level every two weeks (about 
twice per month). The team sent CMs in elementary schools teaching both content areas (CMs 
teaching general education) the ELA log or the math log every two weeks, with the content area 
alternating across weeks (about one log per content area per month). Each log was intended to 
take no more than 5 minutes to complete and CMs received a $5 gift card for each completed log. 

  

                                                 
1The standards are called the “core components of instruction” internally at TFA. The standards map onto 

several content-specific instructional activities that were introduced at the redesigned training at the national 
institute in Tulsa. 
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Appendix Table C.1  

Closed-Ended Log Items, by Level, English Language Arts 

Log Item Lower Upper 

How many minutes did the focal student spend in your ELA/math lesson today?  x x 
Did the focal student receive the same instruction as the majority of the students in the class 
during today’s ELA lesson? (yes, no) x x 

Does the focal student have an Individualized Education Program (IEP)? (yes, no) x x 
To what extent was the focal student expected to work on the following activities in your ELA 
lesson today? (A focus of instruction, touched on briefly, not taught today)   
 Developing skills in phonics x  
 Developing skills in fluency x  
 Developing skills in vocabulary x  
 Developing skills in writing x  
 Listening to text read aloud x x 
 Reading with a partner or group x x 
 Reading independently x x 
 Taking a test or quiz x x 
The focal student received instruction that (no time, some of the time, most of the time, all of 
the time)   
 Addressed gaps in focal student’s reading performance x  
 Addressed gaps in focal student’s writing performance x  
Was the focal student asked the following types of questions explicitly or as part of a whole 
group (yes, no)   
 Text-dependent questions related to text structure  x 
 Text-dependent questions related to character perspective  x 
 Text-dependent questions related to vocabulary  x 
 Text-dependent questions related to author’s choices  x 
 Text-dependent questions related to theme  x 
 Text-dependent questions related to plot  x 
 Non-text-dependent questions related to the text   x 
 To cite text evidence in their writing activities and/or written responses  x 
Did the focal student’s work today include a text that featured an author, characters, and/or a 
community with a similar background to this student? (yes, no) x x 

Today’s lesson was related to a text that is… (fiction, non-fiction, both) x x 
The focal student received instruction that integrated ideas, themes, or information related to 
other content areas (no time, some, most, all of the time)  x 

The main text featured in today’s lesson is… (far below reading level, slightly below reading 
level, at reading level, slightly above reading level, far above reading level) x x 

Relative to other students in this class, how would you rank the focal student’s overall 
ELA/math performance? (lower, middle, upper third)   x x 

What proportion of the time during the ELA lesson was the focal student engaged in the 
lesson? (no time, some of the time, most of the time, all of the time) x x 
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Appendix Table C.2  

Closed-Ended Log Items, by Level, Mathematics 

 Log Item Lower Upper 

How many minutes did the focal student spend in your ELA/math lesson today?  x x 
Did the focal student receive the same instruction as the majority of the students in the class 
during today’s math lesson? (yes, no) x x 

Does the focal student have an Individualized Education Program (IEP)? (yes, no) x x 

How many mathematical problems or exercises was the focal student assigned to work on 
during today’s math lesson? [one or two–more than 10] x x 

To what extent was the focal student expected to work on the following activities in your  
math lesson today?  (A focus of instruction, touched on briefly, not taught today)   

Solving a math problem(s) with a given algorithm x x 

Using concrete manipulatives to solve a math problem (e.g., base 10 blocks, pattern      
blocks, real life objects, etc.) x  
Using tool(s) to solve a math problem (e.g., manipulatives, technology, real life objects, 
etc.)  x 

Representing and analyzing relationships using pictorial illustrations (e.g., tables, charts, 
number lines, etc.) x x 

Estimating solutions to a math problem(s) x  
Trying alternative solutions to a math problem(s) x x 
Critiquing the mathematical reasoning of others x x 
Discussing math with a peer(s) x x 
Justifying responses to a math problem(s) x x 
Writing down mathematical thinking x x 
Applying math concepts to a “real-world” problem(s) x x 
Working in a math team(s) or pair(s) x x 
Investigating a multistep problem(s) x x 
Developing hypotheses  x 
Testing hypotheses   x 
Practicing or relearning prerequisite concepts x x 
Receiving remediation x x 
Continuing to persevere on a challenging problem x x 
Taking a test or quiz x x 

Relative to other students in this class, how would you rank the focal student’s overall math 
performance? (upper, middle, lower third) x x 
What proportion of the time during the math lesson was the focal student engaged in the 
lesson? (no time, some of the time, most of the time, all of the time) x x 
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The study team examined the effect of the redesigned training on the following three 

confirmatory measures related to CMs’ use of standards-aligned strategies in three domains of 
instruction: 

● Use of culturally responsive text (domain: culturally responsive instruc-
tion): This measure is based on CMs’ response to the following item from the 
ELA logs: “Did the focal student’s work today include a text that featured an 
author, characters, and/or a community with a similar background to this stu-
dent? (yes, no).” The study team selected the use of culturally responsive text 
as a primary outcome because of the importance for TFA of reducing educa-
tional inequity. 

● Citing text evidence (domain: ELA instruction): This measure, which is 
available for CMs at the upper elementary and secondary levels only, is based 
on CMs’ responses to the following items from the ELA log: “Was the focal 
student asked to cite text evidence in their writing activities and/or written re-
sponses? (yes, no).” The team selected citing text evidence as the primary meas-
ure for ELA instruction because it was the most aligned with comprehension. 

  

Appendix Box C.1 

Closed-Ended Items, by Career- and College-Readiness Standard, 
Log for Lower Elementary School English Language Arts 

Rich and high-quality complex texts 

• Today’s lesson was related to a text that is… [fiction/non-fiction/both] 

Balanced literacy 

• Developing skills in phonics 

• Developing skills in fluency 

• Developing skills in vocabulary 

Miles on the page 

• Developing skills in writing 

• Listening to text read aloud 

• Reading with a partner or in a group 

• Reading independently 

Scaffolding and differentiation 

• Addressed gaps in focal student’s reading performance 

• Addressed gaps in focal student’s writing performance 
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Appendix Box C.2 

Closed-Ended Items, by Career- and College-Readiness Standard, Log for  
Upper Elementary or Secondary School English Language Arts 

Evidence-based discussions and writing [UE] / Reading, writing, and speaking are 
grounded in evidence from text, both literary and informational [SEC] 

• Text-dependent questions related to text structure 

• Text-dependent questions related to character perspective 

• Text-dependent questions related to vocabulary 

• Text-dependent questions related to author’s choices 

• Text-dependent questions related to theme 

• Text-dependent questions related to plot 

• Non-text-dependent questions related to the text 

• To cite text evidence in their writing activities and/or written responses 

Literacy fosters identity, community, and awareness of the broader world 

• Did the focal student’s work today include a text that featured an author, characters, and/or 
a community with a similar background to this student? (yes, no) 

Miles on the page [UE] / Independent reading [SEC] 

• Reading independently 

Integration of Literacy and content areas [UE] / Read complex, grade-appropriate texts 
worth reading [SEC] 

• The focal student received instruction that integrated ideas, themes, or information related 
to other content areas (no time, some, most, all of the time) 

Textual analysis of complex texts [UE] / Read complex, grade-appropriate texts worth 
reading [SEC] 

• Today’s lesson was related to a text that is… [fiction/non-fiction/both] 

Children bear the burden and joy of the reading, writing, and thinking (SEC] 

• Listening to text read aloud 

• Reading with a partner or group 

[UE] = Name of upper elementary core components 
[SEC] = Names of the secondary core component 
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● Math total score (domain: math instruction): This measure is a composite 

scale that combines the math log items that map onto the college- and career-
readiness standards for math instruction. (See Appendix Boxes C.3 and C.4.) 
Because the response scale differs across items, each item was first z-scored 
based on the mean and standard deviation of the comparison group logs; these 
z-scores were then averaged across items, and the average score was z-scored, 
again, based on the mean and standard deviation for the comparison group 
logs. Because some of the log items differed across levels, the composite 
  

Appendix Box C.3 

Closed-Ended Items, by Career- and College-Readiness Standard,  
Log for Lower Elementary School Mathematics 

Multiple methods, representations, and models 

• Solving a math problem(s) with a given algorithm 

• Using concrete manipulatives to solve a math problem (e.g., base 10 blocks, pattern 
blocks, real life objects, etc.) 

• Representing and analyzing relationships using pictorial illustrations (e.g., tables, charts, 
number lines, etc.) 

• Trying alternative solutions to a math problem(s) 

• Investigating a multistep problem(s) 

Emphasis on number sense 

• Estimating solutions to a math problem(s) 

Real and meaningful discourse 

• Critiquing the mathematical reasoning of others 

• Discussing math with a peer(s) 

• Justifying responses to a math problem(s) 

• Writing down mathematical thinking 

Learning builds on what students know 

• Applying math concepts to a “real-world” problem(s) 

Cultivating growth mindset and team 

• Working in a math team(s) or pair(s) 

• Continuing to persevere on a challenging problem 
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score was created separately for the lower elementary school and upper ele-
mentary or secondary school logs, and then the scores were pooled across lev-
els for the analysis. The reliability (Cronbach’s alpha) for the composite is 0.71 
at the lower elementary school level (13 items) and 0.75 at the upper elemen-
tary or secondary school level (14 items). 

The study team also considered creating a composite score for ELA instruction; however, 
the reliability of such a composite would have been too low (Cronbach’s alpha < 0.60). 

Appendix Box C.4 

Closed-Ended Items, by Career- and College-Readiness Standard,  
Log for Upper Elementary or Secondary School Mathematics 

Flexible engagement with problems 

• Solving a math problem(s) with a given algorithm 

• Using tool(s) to solve a math problem (e.g., manipulatives, technology, real life objects, 
etc.) 

• Representing and analyzing relationships using pictorial illustrations (e.g., tables, charts, 
number lines, etc.) 

• Trying alternative solutions to a math problem(s) 

• Investigating a multistep problem(s) 

• Developing hypotheses 

• Testing hypotheses 

Real and meaningful discourse 

• Critiquing the mathematical reasoning of others 

• Justifying responses to a math problem(s) 

• Writing down mathematical thinking 

Learning builds on what students know 

• Applying math concepts to a “real-world” problem(s) 

Support for all learners with grade-level content 

• Practicing or relearning prerequisite concepts 

• Receiving remediation 

• Continuing to persevere on a challenging problem 
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Teacher Log Sample 
This section provides additional information on the teacher log samples that the study team used 
to examine the effect of the redesigned training on self-reported instructional practices. As ex-
plained in Chapter 2, a CM was included in the log sample if they responded to at least one closed-
ended log during the school year. 

Response Rates 
The target population for the logs included all CMs teaching mathematics, ELA, or 

general education in the 2016 cohort who were in the study regions. Appendix Table C.3 shows 
the percentage of these CMs who consented to participating in the logs and who are included 
in the log sample, in each group of regions (program and comparison). Among eligible CMs in 
the study sample, about 58 percent of CMs consented to participate in the logs, and among 
those who consented, about 70 percent on average completed at least one log. (In one compar-
ison region, no ELA logs were completed.) Thus, overall, about 40 percent of eligible CMs are 
included in the log sample. Given this high level of non-response, findings related to CMs’ use 
of standards-aligned instructional strategies should be interpreted with caution. Moreover, CMs 
in the log sample differed from the CMs who did not participate in the logs with respect to 
 

  

Program Comparison Estimated
Response Rate Regions Regions Difference P-Value

Among eligible teachers in the study regions
Teachers who consented (%) 67.6 56.1 11.5 0.181
Teachers in the log sample (%) 44.8 39.2 5.6 0.340
Number of regions 8 13
Number of corps members 275 567

Among eligible teachers in the study regions who consented
Teachers in the log sample (%) 67.6 71.1 -3.4 0.456
Number of regions 8 13
Number of corps members 176 301

Appendix Table C.3

Consent and Response Rates for the Teacher Logs, 2016 Cohort

SOURCE: Closed-ended teacher logs administered by MDRC.

NOTES: The 2016 cohort is the first cohort of TFA corps members (CMs) trained after the launch of 
the redesigned institute in Tulsa. To be eligible to complete the logs, CMs had to be teaching English 
Language Arts, mathematics, or general education. A CM is defined as being in the log sample if the 
CM completed at least one of the closed-ended logs. 

A two-tailed t-test was applied to estimated deviations and estimated differences between 
program regions and comparison regions. The statistical significance of estimated differences  is 
indicated as follows: *** = 1 percent; ** = 5 percent; * = 10 percent.    
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certain characteristics; if the effect of the redesigned training depends on these characteristics, 
then the findings for CMs in the log sample may not generalize to CMs who did not participate.2 

Sample Characteristics 
This section examines the characteristics of the CMs in the log sample in the program 

and comparison regions. As explained in Chapter 2, a useful rule of thumb is that differences 
should not exceed and effect size of 0.25 standard deviations. An effect size is the difference in 
values for an outcome measure or characteristic expressed as a proportion of the standard devia-
tion for that outcome measure or characteristic.3 

Appendix Tables C.4 and C.5 show the characteristics of CMs in the log sample by content 
area (ELA and mathematics). These tables show that the characteristics of CMs in the log samples 
were generally similar to those of CMs in the full study sample (Table 2.4). In addition, CMs in the 
program and comparison regions had similar levels of education and preparation before joining 
TFA, as well as similar demographic characteristics. All baseline differences in these tables are less 
than 0.25 as an effect size, with the following exceptions: CMs teaching ELA in the program regions 
were less likely than the comparison region CMs to be black, and CMs teaching mathematics in the 
program regions were more likely than the comparison group CMs to classify their race as “other.” 

Appendix Tables C.6 and C.7 show the characteristics of the teaching placements of CMs 
in the log sample. Similar to the full study sample, CMs in the log sample were also teaching in 
schools with high levels of need, and this is true for CMs in both the program and comparison 
regions. However, the two groups of CMs differed somewhat with respect to some of the charac-
teristics of their schools, and these differences exceed 0.25 in magnitude. For example, the CMs 
in the program regions were more likely to be in magnet schools, and in schools with higher 
teacher absenteeism rates. The schools in the program regions also had a higher proportion of 
white students. As discussed in Chapter 2, the study design that was used to estimate the effects 
of the redesigned summer training on instructional practices is less rigorous, so these differences 
in school characteristics between the program and comparison regions are more likely to influ-
ence the results. Thus, estimated effects on standards-aligned instructional strategies should not 
be interpreted as the causal effect of the redesigned training. 

Appendix Table C.8 and C.9 present the characteristics of the focal students that CMs 
were asked to consider when reporting on their instructional practices, based on items about these 
students in the logs.4 These tables show that the focal students taught by CMs in the program and 

                                                 
2CMs in the teacher log sample and CMs who were eligible for the logs but did not participate had similar 

application scores and they taught in schools with similar characteristics. However, CMs in the log sample were 
younger (25 years old, compared with 26 years old for the CMs who did not participate), less likely than CMs 
who did not participate to be a person of color (42 percent, compared with 57 percent), and less likely to have 
received a Pell grant (45 percent, compared with 53 percent). 

3Effects sizes in this section are based on the standard deviation for the pooled sample (program and com-
parison regions). See Appendix E for standard deviations by sample and group. 

4These tables are like Table 2.6, but shown separately for each content area (ELA and math). 
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comparison regions were very similar with respect to their levels of academic performance and 
academic needs. All baseline differences in these tables are less than 0.25 as an effect size. 

 

  

Program Comparison Estimated Effect
Characteristic Regions Regions Difference Size P-Value

Preparation and skills
Composite application score (1-5) 3.61 3.62 -0.01 -0.04 0.754

Educational attainment (%)
    Bachelor 88.4 85.1 3.4 0.09 0.582

Masters 9.0 13.4 -4.4 -0.13 0.448
Doctorate 1.2 1.7 -0.5 -0.04 0.787
Other graduate degree 1.1 0.0 1.1 0.17 0.205

Major or minor in Education (%) 20.7 16.1 4.6 0.11 0.406

Prospect type (%)
Undergraduate 62.0 62.8 -0.8 -0.02 0.934
Graduate 5.6 4.6 1.1 0.05 0.775
Professional 31.8 32.6 -0.8 -0.02 0.912

Demographic 
Age at entry into TFA 25.12 24.64 0.48 0.08 0.604

First in family to attend college (%) 26.5 30.7 -4.2 -0.09 0.613

Received a Pell grant (%) 35.9 47.8 -11.9 -0.22 0.233

Race/ethnicity (%)
Hispanic 8.7 8.5 0.2 0.01 0.958
Black 7.6 21.0 -13.4 -0.32 0.189
White 64.4 55.5 8.9 0.17 0.398
Asian 2.3 1.7 0.6 0.04 0.771
Other 16.0 11.6 4.5 0.13 0.499

Person of color (%) 32.1 43.1 -10.9 -0.21 0.288

Female (%) 86.2 88.9 -2.6 -0.08 0.577

Number of regions 8 12
Number of Corps Members 87 138

(continued)

Appendix Table C.4

Characteristics of the 2016 Cohort,
Teacher Log Sample (English Language Arts)
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Appendix Table C.4 (continued)

SOURCE: Teach For America administrative records for corps members. 

NOTES: Online teacher logs were administered to corps members (CMs) in the 2016 cohort in the program and 
comparison regions. CMs teaching English Language Arts (ELA), mathematics, or general education, in the first 
year of their teaching placement were eligible for the logs. Closed-ended logs were sent to eligible and 
consenting CMs every two weeks during the school year (15 weeks total). The instructional items in the logs  
differ by level (lower versus upper grades) and by content area (ELA and math). Secondary school teachers, as 
well as elementary school teachers in departmentalized schools, were sent the log for their content area and 
level  every two weeks (about once per month). Elementary school teachers teaching both content areas 
(general education teachers) were sent the ELA log or the math log every two weeks, with the content area 
alternating between logs (about one log per content area per month). 

A CM is included in the log sample if the CM completed at least one log during the school year. The values 
in the columns "Program Regions" and "Comparison Regions" are the observed  mean characteristics of these 
CMs. Values in the "Effect Size" column are the estimated difference divided by the standard deviation for the 
pooled sample. 

A two-tailed t-test was applied to estimated differences between program regions and comparison regions. 
The statistical significance of estimated differences is indicated as follows: *** = 1 percent; ** = 5 percent; * = 10 
percent. Rounding may cause slight discrepancies in calculating sums and differences. 

CMs' characteristics are measured during the application process to TFA. The composite application score is 
based on a 5-point scale measuring CMs' skills in several areas, using information from their application 
materials and interviews.   
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Program Comparison Estimated Effect
Characteristic Regions Regions Difference Size P-Value

Preparation and skills
Composite application score (1-5) 3.61 3.61 0.00 0.02 0.903

Educational attainment (%)
    Bachelor 87.4 89.0 -1.6 -0.05 0.770

Masters 9.8 10.3 -0.5 -0.01 0.929
Doctorate 1.3 1.0 0.3 0.03 0.853
Other graduate degree 1.3 0.0 1.3 0.19 0.169

Major or minor in Education (%) 26.3 22.3 4.0 0.09 0.526

Prospect Type (%)
Undergraduate 61.2 64.3 -3.2 -0.06 0.759
Graduate 7.5 4.7 2.8 0.11 0.401
Professional 32.1 31.3 0.8 0.02 0.931

Demographic 
Age at entry into TFA 25.43 24.21 1.21 0.19 0.162

First in family to attend college (%) 32.6 31.4 1.3 0.03 0.872

Received a Pell grant (%) 43.8 44.8 -0.9 -0.02 0.921

Race/ethnicity (%)
Hispanic 10.7 14.1 -3.4 -0.10 0.618
Black 10.2 16.4 -6.2 -0.15 0.533
White 48.9 55.4 -6.5 -0.12 0.600
Asian 7.5 6.2 1.3 0.05 0.726
Other 18.7 7.5 11.2 ** 0.34 0.039

Person of color (%) 45.6 42.4 3.2 0.06 0.785

Female (%) 79.4 79.7 -0.3 -0.01 0.959

Number of regions 8 13
Number of corps members 80 151

(continued)

Appendix Table C.5

Characteristics of the 2016 Cohort,
Teacher Log Sample (Mathematics)
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Appendix Table C.5 (continued)

SOURCE: Teach For America administrative records for corps members. 

NOTES: Online teacher logs were administered to Corps Members (CMs) in the 2016 cohort in the program and 
comparison regions. CMs teaching English Language Arts (ELA), mathematics, or general education, in the first 
year of their teaching placement were eligible for the logs. Closed-ended logs were sent to eligible and consenting 
CMs every two weeks during the school year (15 weeks total). The instructional items in the logs differ by level 
(lower versus upper grades) and by content area (ELA and math). Secondary school teachers, as well as 
elementary school teachers in departmentalized schools, were sent the log for their content area and level every 
two weeks (about once per month). Elementary school teachers teaching both content areas (general education 
teachers) were sent the ELA log or the math log every two weeks, with the content area alternating between logs 
(about one log per content area per month). 

A CM is included in the log sample if the CM completed at least one log during the school year. The values in 
the columns "Program Regions" and "Comparison Regions" are the observed  mean characteristics of these CMs. 
Values in the "Effect Size" column are the estimated difference divided by the standard deviation for the pooled 
sample. 

A two-tailed t-test was applied to estimated differences between program regions and comparison regions. The 
statistical significance of estimated differences is indicated as follows: *** = 1 percent; ** = 5 percent; * = 10 
percent. Rounding may cause slight discrepancies in calculating sums and differences. 

CMs' characteristics are measured during the application process to TFA. The composite application score is 
based on a 5-point scale measuring CMs' skills in several areas, using information from their application materials 
and interviews.   
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Program Comparison Estimated Effect
Placement Characteristic Regions Regions Difference Size P-Value

Grade and subject of placement
Grade level (%)

Lower elementary school 28.8 33.7 -4.9 -0.10 0.551
Upper elementary school 47.4 31.5 16.0 * 0.31 0.071
Middle school 15.4 15.8 -0.5 -0.01 0.940
High school 8.3 19.1 -10.8 * -0.28 0.096

Subject taught (%)
General education 64.9 51.2 13.6 0.26 0.239
ELA 34.9 44.4 -9.6 -0.18 0.382
Mathematics 0.0 4.2 -4.2 -0.26 0.229

Characteristics of placement schools
School size and type

Total enrollment 671.48 630.50 40.98 0.10 0.716
Magnet school (%) 16.6 6.3 10.4 0.34 0.290
Charter school (%) 20.9 35.6 -14.7 -0.29 0.335
Title I school (%) 95.2 98.7 -3.5 -0.21 0.186

Staffing
First-year teachers at the school (%) 36.4 29.9 6.5 0.25 0.481
Teacher absences (% with 10 or more per year) 39.9 21.1 18.8 *** 0.77 0.009
Certified (%) 97.4 92.8 4.6 0.27 0.288

School location (%)
Urban 60.2 68.8 -8.6 -0.17 0.601
Suburban 32.7 21.1 11.6 0.26 0.351
Town 2.3 4.6 -2.3 -0.11 0.705
Rural 3.1 5.7 -2.6 -0.12 0.597

(continued)

Appendix Table C.6

Characteristics of the First-Year Teaching Placements of the 2016 Cohort,
Teacher Log Sample (English Language Arts)
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Program Comparison Estimated Effect
Placement Characteristic Regions Regions Difference Size P-Value

Characteristics of students in placement schools
Chronically absent students (%) 13.6 16.9 -3.2 -0.19 0.419

Students retained (%) 3.7 4.4 -0.7 -0.16 0.598

Students with 1 or more  in-school suspensions (%) 4.8 7.3 -2.5 -0.23 0.147

Students with 1 or more out-of-school suspensions (%) 9.8 13.6 -3.8 -0.25 0.377

Free or reduced price lunch students (%) 85.9 89.3 -3.5 -0.29 0.254

Students with English as a second language (%) 17.9 18.7 -0.8 -0.04 0.901

Students with an Individualized Education Plan (%) 10.9 11.0 0.0 0.00 0.986

Racial/ethnic composition of students (%)
Hispanic 35.5 48.6 -13.1 -0.35 0.374
Black 44.8 41.9 2.9 0.07 0.859
White 11.5 4.7 6.7 ** 0.68 0.035
Asian 2.7 2.8 -0.1 -0.01 0.976
Other 4.7 2.0 2.7 0.49 0.133

Female students (%) 48.2 48.8 -0.7 -0.12 0.448

Number of regions 8 12
Number of corps members 87 138

Appendix Table C.6 (continued)

SOURCE: Teach For America administrative records for corps members, Common Core of Data (school year 2015-
2016), and Office of Civil Rights Data Collection (school year 2013-2014).

NOTES: Online teacher logs were administered to corps members (CMs) in the 2016 cohort in the program and 
comparison regions. CMs teaching English Language Arts (ELA), mathematics, or general education, in the first 
year of their teaching placement were eligible for the logs. Closed-ended logs were sent to eligible and consenting 
CMs every two weeks during the school year (15 weeks total). The instructional items in the logs differ by level 
(lower versus upper grades) and by content area (ELA and math). Secondary school teachers, as well as 
elementary school teachers in departmentalized schools, were sent the log for their content area and level  every 
two weeks (about once per month). Elementary school teachers teaching both content areas (general education 
teachers) were sent the ELA log or the math log every two weeks, with the content area alternating between logs 
(about one log per content area per month). 
A CM is included in the log sample if the CM completed at least one log during the school year. The values in the 
columns "Program Regions" and "Comparison Regions" are the observed  mean characteristics of these CMs. 
Values in the "Effect Size" column are the estimated difference divided by the standard deviation for the pooled 
sample. 

A two-tailed t-test was applied to estimated differences between program regions and comparison regions. The 
statistical significance of estimated differences is indicated as follows: *** = 1 percent; ** = 5 percent; * = 10 percent. 
Rounding may cause slight discrepancies in calculating sums and differences. 
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Program Comparison Estimated Effect
Placement Characteristic Regions Regions Difference Size P-Value

Grade and subject of placement
Grade level

Lower elementary school 26.4 30.2 -3.8 -0.08 0.666
Upper elementary school 34.4 29.7 4.7 0.09 0.646
Middle school 23.1 22.0 1.1 0.02 0.896
High school 13.8 18.1 -4.3 -0.11 0.440

Subject taught
General education 57.5 46.5 11.0 0.20 0.347
ELA 0.9 6.6 -5.7 -0.21 0.243
Mathematics 39.5 46.5 -7.0 -0.13 0.486

Characteristics of placement schools
School size and type

Total enrollment 765.86 624.17 141.69 0.29 0.319
Magnet school (%) 23.6 5.4 18.2 * 0.58 0.061
Charter school (%) 20.7 31.2 -10.5 -0.22 0.482
Title I school (%) 94.2 100.0 -5.8 -0.43 0.102

Staffing
First-year teachers at the school (%) 35.8 29.0 6.9 0.23 0.515
Teacher absences (% with 10 or more per year) 38.1 22.9 15.2 ** 0.65 0.038
Certified (%) 98.1 94.4 3.7 0.28 0.344

School location (%)
Urban 59.9 67.9 -7.9 -0.16 0.647
Suburban 31.5 20.7 10.8 0.25 0.416
Town 3.1 4.9 -1.8 -0.08 0.767
Rural 3.1 6.5 -3.4 -0.16 0.597

(continued)

Appendix Table C.7

Characteristics of the First-Year Teaching Placements of the 2016 Cohort,
Teacher Log Sample (Mathematics)
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Program Comparison Estimated Effect
Placement Characteristic Regions Regions Difference Size P-Value

Characteristics of students in placement schools
Chronically absent students (%) 14.5 16.8 -2.4 -0.14 0.657

Students retained (%) 3.9 5.5 -1.6 -0.23 0.295

Students with 1 or more  in-school suspensions (%) 6.8 7.5 -0.7 -0.06 0.761

Students with 1 or more out-of-school suspensions (%) 12.5 14.3 -1.7 -0.11 0.688

Free or reduced price lunch students (%) 84.3 88.3 -4.0 -0.29 0.291

Students with English as a second language (%) 18.9 19.2 -0.3 -0.01 0.968

Students with an Individualized Education Plan (%) 11.4 12.3 -0.9 -0.11 0.661

Racial/ethnic composition of students (%)
Hispanic 34.6 46.6 -12.0 -0.33 0.432
Black 47.5 43.6 3.8 0.10 0.821
White 10.3 5.5 4.8 * 0.43 0.091
Asian 2.0 2.3 -0.3 -0.06 0.854
Other 4.7 2.2 2.5 0.50 0.124

Female students (%) 48.7 49.7 -1.0 -0.17 0.236

Number of regions 8 13
Number of corps members 80 151

Appendix Table C.7 (continued)

SOURCE: Teach For America administrative records for corps members, Common Core of Data (school year 2015-
2016), and Office of Civil Rights Data Collection (school year 2013-2014).

NOTES: Online teacher logs were administered to corps members (CMs) in the 2016 cohort in the program and 
comparison regions. CMs teaching English Language Arts (ELA), mathematics, or general education, in the first 
year of their teaching placement were eligible for the logs. Closed-ended logs were sent to eligible and consenting 
CMs every two weeks during the school year (15 weeks total). The instructional items in the logs  differ by level 
(lower versus upper grades) and by content area (ELA and math). Secondary school teachers, as well as 
elementary school teachers in departmentalized schools, were sent the log for their content area and level  every 
two weeks (about once per month). Elementary school teachers teaching both content areas (general education 
teachers) were sent the ELA log or the math log every two weeks, with the content area alternating between logs 
(about one log per content area per month). 

A CM is included in the log sample if the CM completed at least one log during the school year. The values in the 
columns "Program Regions" and "Comparison Regions" are the observed mean characteristics of these CMs. 
Values in the "Effect Size" column are the estimated difference divided by the standard deviation for the pooled 
sample. 

A two-tailed t-test was applied to estimated differences between program regions and comparison regions. The 
statistical significance of estimated differences is indicated as follows: *** = 1 percent; ** = 5 percent; * = 10 percent. 
Rounding may cause slight discrepancies in calculating sums and differences. 



126 

 

Program Comparison Estimated Effect
Characteristic Regions Regions Difference Size P-Value

Student has an Individualized Education Plan (%) 14.4 16.1 -1.7 -0.04 0.611
Student received same instruction as peers today (%) 91.8 89.5 2.3 0.07 0.434
Student's performance level

Lower third 29.4 31.5 -2.1 -0.04 0.520
Middle third 40.4 40.4 0.0 0.00 0.990
Upper third 30.3 28.4 1.9 0.04 0.474

Number of minutes spent on focal subject today 79.93 73.56 6.38 0.16 0.143

Number of regions 8 12
Number of corps members 87 138
Number of logs 739 1143

Appendix Table C.8

Characteristics of the Focal Students, 
Teacher Log Sample (English Language Arts)

SOURCE: Closed-ended teacher logs administered by MDRC.

NOTES: Online teacher logs were administered to corps members (CMs) in the 2016 cohort in the program and 
comparison regions. CMs teaching English Language Arts (ELA), mathematics, or general education, in the first 
year of their teaching placement were eligible for the logs. Closed-ended logs were sent to eligible and consenting 
CMs every two weeks during the school year (15 weeks total). The instructional items in the logs differ by level 
(lower versus upper grades) and by content area (ELA and math). Secondary school teachers, as well as 
elementary school teachers in departmentalized schools, were sent the log for their content area and level  every 
two weeks (about once per month). Elementary school teachers teaching both content areas (general education 
teachers) were sent the ELA log or the math log every two weeks, with the content area alternating between logs 
(about one log per content area per month). A CM is included in the log sample if the CM completed at least one 
log during the school year. 

At the start of each log, teachers were given a randomly selected letter of the alphabet and asked to report on 
their instructional practices with a focal student whose name starts with that letter (or the closest letter)  on a 
particular day that week. Teachers were also asked to report on the characteristcis of the selected focal student. 
The values in the columns "Program Regions" and "Comparison Regions" are the observed mean characteristics 
of these students, as reported by teachers in the log sample. Values in the "Effect Size" column are the estimated 
difference divided by the standard deviation for the full sample. A two-tailed t-test was applied to estimated 
differences between program regions and comparison regions. The statistical significance of estimated differences 
is indicated as follows: *** = 1 percent; ** = 5 percent; * = 10 percent. Rounding may cause slight discrepancies in 
calculating sums and differences.



 

 

Program Comparison Estimated Effect
Characteristic Regions Regions Difference Size P-Value

Student has an Individualized Education Plan (%) 13.0 15.4 -2.4 -0.06 0.460
Student received same instruction as peers today (%) 92.6 91.9 0.8 0.03 0.718
Student's performance level

Lower third 29.4 29.4 0.0 0.00 0.995
Middle third 37.1 36.1 1.0 0.02 0.748
Upper third 33.6 34.4 -0.8 -0.01 0.835

Number of minutes spent on focal subject today 65.19 68.51 -3.32 -0.12 0.392

Number of regions 8 13
Number of corps members 80 151
Number of logs 628 1197

Appendix Table C.9

Characteristics of the Focal Students, 
Teacher Log Sample (Mathematics)

SOURCE: Closed-ended teacher logs administered by MDRC.

NOTES: Online teacher logs were administered to corps members (CMs) in the 2016 cohort in the program and comparison regions. 
CMs teaching English Language Arts (ELA), mathematics, or general education, in the first year of their teaching placement were eligible 
for the logs. Closed-ended logs were sent to eligible and consenting CMs every two weeks during the school year (15 weeks total). The 
instructional items in the logs differ by level (lower versus upper grades) and by content area (ELA and math). Secondary school
teachers, as well as elementary school teachers in departmentalized schools, were sent the log for their content area and level every 
two weeks (about once per month). Elementary school teachers teaching both content areas (general education teachers) were sent the 
ELA log or the math log every two weeks, with the content area alternating between logs (about one log per content area per month). A 
CM is included in the log sample if they completed at least one log during the school year. 

At the start of each log, teachers were given a randomly selected letter of the alphabet and asked to report on their instructional 
practices with a focal student whose name starts with that letter (or the closest letter) on a particular day that week. Teachers were also 
asked to report on  the characteristcis of the selected focal student. The values in the columns "Program Regions" and "Comparison 
Regions" are the observed  mean characteristics of these students, as reported by teachers in the log sample. Values in the "Effect Size" 
column are the estimated difference divided by the standard deviation for the full sample. A two-tailed t-test was applied to estimated 
differences between program regions and comparison regions. The statistical significance of estimated differences is indicated as: 
follows: *** = 1 percent; ** = 5 percent; * = 10 percent. Rounding may cause slight discrepancies in calculating sums and differences.
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This appendix describes the selection of the TFA regions in the study sample. In total, 21 TFA 
regions were included in the analyses: 8 program regions and 13 comparison regions. The first 
section in this appendix discusses the selection of the program regions. The second section pro-
vides information on the selection of the comparison regions. 

Program Regions 
As explained in Chapter 2, when corps members (CMs) are recruited into TFA, they are assigned 
to a TFA region that determines the location of their placement. In turn, CMs’ regions determine 
where they will be trained. Some regions hold their own “regional” summer institute for their 
CMs, whereas other regions send their CMs to one of the national summer institutes. In Summer 
2016, there were six national summer institutes: Tulsa, Oklahoma; Philadelphia, Pennsylvania; 
Houston, Texas; Cleveland, Ohio; Greater Delta (comprising Mississippi and Arkansas); Phoe-
nix, Arizona; and Atlanta, Georgia. 

The program regions in this study are the eight TFA regions that were trained at the Tulsa 
national institute where the redesigned training was piloted. The eight program regions are De-
troit, Idaho, Jacksonville, Miami-Dade, Greater Tulsa, Orlando, Washington (state), and the Bay 
Area. For the purposes of the comparative interrupted time series (CITS) analysis, it is important 
that these regions be similarly defined across TFA cohorts. Therefore, the study team modified 
the definition of two of the regions for the study: 

● Bay Area: In the Bay Area region, some CMs went to the national institute 
in Tulsa in summer 2016, whereas other CMs attended the regional Bay Area 
institute. The following Bay Area CMs were trained in Tulsa: (1) CMs whose 
summer teaching placement was in mathematics, science, or English; and 
(2) CMs in other subject areas who applied to TFA under later or special 
application deadlines. Thus, for the purposes of this study, the “Bay Area” 
region only includes the CMs that met these criteria, and these criteria were 
applied to all TFA cohorts. 

● Oklahoma: Before 2016, the Tulsa region was part of a larger Oklahoma re-
gion that also included Oklahoma City. Therefore, to make the “Tulsa” region 
consistent over time, the study team excluded from the sample CMs in the 
2012 to 2015 cohorts who were in the Oklahoma region and placed in Okla-
homa City, and redefined the Oklahoma region for these earlier cohorts as the 
Tulsa region. 

Comparison Regions 
The study team selected comparison regions from among the TFA regions that were trained at 
one of the other five national institutes in summer 2016. The study team excluded the following 
TFA regions from the comparison pool: 
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● CMs in TFA regions that received their training at a regional institute in sum-
mer 2016. 

● CMs from TFA regions that were trained at a national institute but whose con-
text was very different from that of the program regions. This included New 
Orleans (because all schools are charters); Appalachia, North Carolina Pied-
mont Triad, and Los Angeles (because no CMs or a very small fraction of CMs 
had been placed in elementary schools in the past few years); South Dakota 
(because it is entirely rural and unique in terms of the race-ethnicity of students 
in the placement schools); New Mexico (because it is distinctive in terms of 
the race-ethnicity of students in the placement schools); and Hawaii (because 
of its geographical distinctiveness). 

The resulting comparison pool included 28 TFA regions. 

The study team then chose the comparison regions for the study by matching each of the 
eight program regions to the two TFA regions in the comparison pool whose 2015 or 2014 cohort 
of CMs had the most “similar” outcomes and characteristics. This is called nearest-neighbor 
matching. In this study, the “similarity” between a program region and its potential comparison 
regions was measured using the Euclidian distance, which is a metric that captures the distance 
between two regions across several matching variables measured at the region level. The Euclid-
ian distance across M matching variables is defined as: 𝐷𝐷 = �∑ (𝑇𝑇𝑚𝑚 − 𝐶𝐶𝑚𝑚)2𝑀𝑀 , where Tm is the 
value of characteristic m for a program region and Cm is the value of characteristic m for the 
potential comparison region. The smaller is the Euclidian distance between two regions, the more 
similar they are to each other based on the matching variables. 

Given the small number of comparison regions available for matching, the matching 
characteristics were limited to the following CM placement characteristics and outcomes meas-
ured at the region level: 

● The retention rate in the fall of CMs’ second year of teaching (2014 cohort);1 

● The retention rate in the fall of CMs’ first year of teaching (2015 cohort); 

● CMs’ average satisfaction with the summer training measured at the end of 
institute (2015 cohort); 

● The percentage of CMs teaching in a suburb (2015 cohort); 

● The percentage of CMs teaching in lower elementary school (2015 cohort). 

These matching characteristics produced the most optimal set of matches, as indicated 
by the fact that the inclusion of additional characteristics in the matching process made the 

                                                 
1The 2014 cohort was used for this outcome (rather than the 2015 cohort) because data were not available 

for the 2015 cohort on this outcome at the time of the matching. 
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program and comparison regions less similar with respect to the outcomes of the 2014 or 2015 
cohorts of CMs. 

Because the comparison pool was small, the study team chose comparison regions with 
replacement — meaning that a comparison region could be chosen as the match for more than 
one program region. Though matching with replacement reduced the number of unique compar-
ison regions in the study, it maximized the similarity of the comparison regions and the program 
regions with respect to the matching variables. 

The 13 unique comparison regions were Charlotte, Northeast Ohio (Cleveland), South-
west Ohio, Atlanta, Mississippi, Rio Grande Valley, San Antonio, Indianapolis, California Capi-
tal Valley, District of Columbia, Rhode Island, Phoenix, and Colorado. The three comparison 
regions that were chosen more than once were given a greater weight in the analyses.2 

                                                 
2Three comparison regions were each matched to two comparison regions: Rhode Island, Indianapolis, and 

Atlanta. See Appendix E for further information on the weighting. 
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This appendix provides information on various technical aspects of the analysis. The first section 
describes the statistical models used to estimate the effect of the redesigned summer training that 
was piloted at the national institute in Tulsa in summer 2016. The second section discusses the 
minimum detectable effect sizes for the study’s outcomes. The final section provides the standard 
deviations for the outcome measures in this study, which can be used to convert the estimated 
effects in this report into effect sizes. 

Statistical Models 
As explained in Chapter 2, two quasi-experimental study designs were used to estimate the effect 
of the redesigned summer training. This section presents the statistical models used for each study 
design. 

Comparative Interrupted Time Series Design (CITS) 
In this study, the effects of the redesigned training on corps members’ (CM) perceptions 

of the training, their commitment to teaching, and their retention were estimated using a compar-
ative interrupted time series (CITS) design. 

To account for the clustering of CMs within regions and cohorts, the effect of the rede-
signed training was estimated by fitting a two-level model to CM data on the outcomes of interest. 
The first level is a model the variation in CMs’ outcomes between CMs within a region and co-
hort, and the second level is a model of the variation in outcomes between regions and cohorts: 

Level 1 (CMs) 

𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 = 𝜆𝜆𝑟𝑟𝑟𝑟 + ∑ 𝜓𝜓𝑘𝑘
𝐾𝐾
𝑘𝑘=1 𝑍𝑍𝑘𝑘,𝑖𝑖𝑖𝑖𝑖𝑖 + 𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖  

Level 2 (region/cohort) 

𝜆𝜆𝑟𝑟𝑟𝑟 = ∑ 𝛿𝛿𝑚𝑚𝑅𝑅𝑅𝑅𝑅𝑅𝑚𝑚𝑚𝑚 + ∑ 𝜙𝜙𝑚𝑚𝑅𝑅𝑅𝑅𝑅𝑅𝑚𝑚 ∗ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑐𝑐𝑚𝑚  +  𝛼𝛼𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑐𝑐 + β𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑟𝑟 ∗ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑐𝑐 + 𝑢𝑢𝑟𝑟𝑟𝑟   
 

where i denotes CMs, r is regions, and c is cohorts. In a CITS design, time (as represented by the 
TFA cohorts) is measured relative to the intervention. Therefore, c is equal to 1 for CMs in the 
2016 cohort (some of whom attended the new training at the national institute in Tulsa), and it is 
equal to 0 for the 2015 cohort, -1 for the 2014 cohort, -2 for the 2013 cohort, and -3 for the 2012 
cohort.1 

The variables in the model are defined as follows: 

𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 = Outcome for CM i in cohort c and region r  

                                                 
1Two of the program regions (Idaho and Orlando) are newer TFA regions that have only existed for the 

2015 cohort onward. (So, there is only one baseline cohort for these regions.) The statistical model can accom-
modate this variability in the length of the baseline period across regions. 
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𝑅𝑅𝑅𝑅𝑅𝑅𝑚𝑚 = A set of M dichotomous indicators for region (=1 for region m and 
0 otherwise). 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑐𝑐 = Continuous variable for time (cohort) centered at the last baseline 
(pre-intervention) cohort, such that RELYR=0 for the 2015 cohort 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑟𝑟 = Dichotomous indicator for whether region r is a program region 
(=1 if a region was trained at the national institute in Tulsa; =0 for 
the comparison regions) 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑐𝑐 = Dichotomous indicator for the first cohort to have an opportunity 
to receive the new training (=1 if 2016 cohort; 0 otherwise)  

𝑍𝑍𝑘𝑘,𝑖𝑖𝑖𝑖  = A set of K characteristics for CM i, including their prior experi-
ence, their demographic characteristics, and the characteristics of 
their placement.2 

𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖 =  Unexplained variation in Y within regions and cohorts 

𝑢𝑢𝑟𝑟𝑟𝑟 =  Unexplained variation in Y between regions and cohorts 

From the model, the following quantities of interest can be obtained:  

𝛿𝛿𝑗𝑗 = Intercept of the baseline trend for each program and comparison 
region in the study3 

𝜙𝜙𝑗𝑗 = Slope of the baseline trend for each program and comparison re-
gion in the study4 

                                                 
2The model controlled for the following characteristics of CMs: their age; race or ethnicity; sex; their pre-

TFA status (professional, graduate school, or undergraduate); whether they were the first in their family to attend 
college; whether they were a Pell grant recipient; their highest educational attainment; whether their degree was 
in an education-related field; and their overall application score when applying to TFA (a composite of their 
scores measuring different types of skills). The model also controlled for the characteristics of CMs’ placement: 
grade level and subject taught; whether the CM’s school was a Title I school; whether their school was a charter 
school; its total enrollment, the school’s level (elementary, middle, high); the school’s location (urban, suburban, 
town, rural); its pupil-teacher ratio; the percent of certified teachers at the school; the percent of teachers at the 
school absent for 10 or more days; the percent of teachers at the school in their first or second year (novice); the 
percent of English as a second language students; the percent of students eligible for free or reduced price lunch; 
the racial or ethnic composition of students; the percent of girls; the percent of students with an individualized 
education program (IEP); the percent of students who were chronically absent; the percent of students retained; 
the percent of students with one or more in-school suspensions; and the percent of students with one or more 
out-of-school suspensions. The characteristics of a CM’s school were measured using the most recent data avail-
able (the 2013-2014 or the 2015-2016 school year, depending on the variable). 

3The intercept can also be thought of as the predicted outcome for the 2015 cohort of CMs in a region. 
4In this model, the baseline trend was separately estimated for each region in the study. This strategy was 

used to account for the longitudinal nature of the data, whereby cohorts are nested within regions. 
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𝛼𝛼 = Deviation from baseline trend for the 2016 cohort in the compari-
son regions  

𝛼𝛼 + 𝛽𝛽 = Deviation from baseline trend for the 2016 cohort in the program 
regions 

𝛽𝛽 = Estimated effect of the redesigned training on the 2016 cohort of 
CMs  

Importantly, in this model, 𝛽𝛽 represents the estimated effect of the redesigned summer 
training — that is, the deviation from baseline trend for the program regions minus the deviation 
from trend for the comparison regions. As explained in Chapter 2, some comparison regions were 
chosen as the “match” for two different program regions.5 These comparison regions were given 
a proportionally greater weight in the analysis.6 

The main model used for the analysis also controlled for the characteristics of CMs and 
their schools. Missing data on these covariates were imputed using multiple imputation (MI) with 
five imputed datasets. The analyses were estimated for each of the five imputed datasets, and then 
combined across the five sets of results using appropriate methods.7 As a sensitivity analysis, 
however, effects were also estimated using a “complete case” sample of CMs with no missing 
data on any of the covariates; the results from this sensitivity analysis are similar to the findings 
based the imputed datasets, which suggests that using multiple imputation did not alter or bias the 
results. (See Appendix F.) 

Cross-Sectional Program-Comparison Group Design 
Because data on CMs’ use of instructional strategies aligned to college- and career-

readiness standards were available for the 2016 cohort only, the effects of the redesigned train-
ing on this outcome were estimated by comparing the strategies used by CMs in the program 
and comparison regions. As explained in Chapter 2, each CM completed up to 15 closed-ended 
logs on the practices they used with different focal students. A three-level model was used to 
account for the clustering of logs within CMs, and of CMs within regions. The first level is a 
model of the variation in a CM’s use of standards-aligned instructional strategies across logs; 
the second level represents the variation in instructional strategies across CMs within regions; 
and the third level is a model of the variation in strategies between regions: 

                                                 
5The following comparison regions were chosen as the match for two program regions: Rhode Island, Indi-

anapolis, and Atlanta. 
6The twice-selected comparison regions were given a weight of 2, and the other comparison regions (those 

chosen once) and the program regions were given a weight of 1. The weights were then normalized so that their 
sum equals to the number of CMs in the analysis. As a sensitivity check, the analysis was also conducted by 
including the twice-selected comparison regions in the dataset twice as two unique observations, and estimating 
an unweighted model with cluster-robust standard errors to account for the duplicated data. The findings from 
this sensitivity analysis were very similar to those from the main (weighted) analysis. 

7The imputation and combining of results were performed using PROC MI and PROC MIANALYZE in 
SAS. 
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Level 1 (logs) 

𝑌𝑌𝑔𝑔𝑔𝑔𝑔𝑔 = 𝜆𝜆𝑖𝑖𝑖𝑖 + ∑ 𝜙𝜙𝑗𝑗
𝐽𝐽
𝑗𝑗=1 𝛸𝛸𝑗𝑗,𝑔𝑔𝑔𝑔𝑔𝑔 + 𝜀𝜀𝑔𝑔𝑔𝑔𝑔𝑔  

Level 2 (CMs) 

𝜆𝜆𝑖𝑖𝑖𝑖 = ρ𝑟𝑟 + ∑ 𝜓𝜓𝑘𝑘
𝐾𝐾
𝑘𝑘=1 𝑍𝑍𝑘𝑘,𝑖𝑖𝑖𝑖 + 𝜂𝜂𝑖𝑖𝑖𝑖   

Level 3 (regions) 

ρ𝑟𝑟 = δ +  β𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑟𝑟 + 𝑢𝑢𝑟𝑟   

where g denotes log, i denotes CMs, and r is regions. 

The variables in the model are defined as follows: 

𝑌𝑌𝑔𝑔𝑔𝑔𝑔𝑔  = Instructional strategy reported in log g by CM i in region r 

𝑋𝑋𝑗𝑗,𝑔𝑔𝑔𝑔 = A set of J characteristics for the focal student that is the focus of 
log g8  

𝑍𝑍𝑘𝑘,𝑖𝑖𝑖𝑖  = A set of K characteristics for CM i, including their prior experi-
ence, their demographic characteristics, and the characteristics of 
their placement9 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑟𝑟 = Dichotomous indicator for whether region m is a program region 
(=1 if a region was trained at the national institute in Tulsa; =0 for 
the comparison regions) 

𝜺𝜺𝒈𝒈𝒈𝒈𝒈𝒈 = Unexplained variation in Y between logs within CMs 

𝜂𝜂𝑖𝑖𝑖𝑖  =  Unexplained variation in Y between CMs within regions 

𝑢𝑢𝒓𝒓 = Unexplained variation in Y between regions 

From the model, the following quantities of interest can be obtained:  

𝛿𝛿  = Average adjusted mean outcome for the comparison regions 

𝛿𝛿 + 𝛽𝛽 = Average adjusted mean outcome for the program regions 

𝛽𝛽 = Estimated effect of the redesigned training 

The key parameter of interest is 𝛽𝛽, which represents the estimated effect of the redesigned 
summer training — that is, the adjusted difference between the program and comparison regions 
with respect to CMs’ average use of an instructional strategy. Similar to the CITS analysis, this 

                                                 
8The model controlled for the following characteristics of the focal students: whether the focal student had 

an IEP, number of minutes the student was in the class, and the student’s performance in ELA or mathematics 
relative to other students in the class (bottom, middle, or lower third). 

9 See footnote 22 for a list of characteristics. 



141 

cross-sectional analysis was also weighted to account for the fact that some comparison regions 
were chosen more than once. 

Similar to the CITS analysis, the cross-sectional analysis controlled for the characteristics 
of focal students, of CMs, and of their placements. Controlling for these characteristics is espe-
cially important in a cross-sectional analysis, because it can help minimize the extent to which 
differences in pre-existing factors (such as the characteristics of CMs’ schools) are confounded 
with the effect of the redesigned summer training. Similar to the analysis for the CITS design, 
missing data on the covariates included in the model were imputed using multiple imputation 
with five imputed datasets. The findings from a sensitivity analysis based on a “complete case” 
sample of CMs with no missing data on any of the covariates are similar to the findings based the 
imputed datasets, which suggests that using multiple imputation did not alter or bias the results. 
(See Appendix F.) 

Minimum Detectable Effects 
Appendix Tables E.1 and E.2 show the minimum detectable effects (MDE) for the estimated 
effect of the redesigned training on CMs’ outcomes.10 Formally, the MDE is the smallest true 
program effect that can be detected with a reasonable degree of power (in this case, 80 percent) 
for a given level of statistical significance (in this case, 10 percent for a two-tailed test).  The 
MDE were obtained by multiplying the standard error of the estimated effect by a multiplier of 
2.5 (for survey outcomes and retention) or 2.6 (for standards-aligned instructional strategies).11 
The minimum detectable effect size (MDES) is the MDE scaled as an effect size. 

The MDES for CMs’ perceptions of the training ranges from 0.30 to 0.36, depending on 
the survey wave. The MDES for CMs’ commitment to teaching is 0.39 to 0.51. It is reasonable 
to expect the redesigned training to have effects of this size because these measures are well 
aligned with the training.  The MDE for the CMs’ use of culturally responsive text and the citing 
of text evidence is 17 to 18 percentage points (0.33 to 0.40) and the MDES for self-reported math 
instruction is 0.37. These MDES are in the range of effects found in prior studies of teacher pro-
fessional development interventions.12 

The MDE for CM retention is 6.5 to 11.3 percentage points (effect size = 0.27 to 0.30), 
depending on the time point. Thus, the estimated effect of the training would have to be quite 
large to be statistically significant. This raises the possibility that there may have been a small but 
positive effect, but that the study was not able to reliably detect it. However, an advantage of the 
CITS design is that trends can be visually examined to look for signs of an effect. Yet as discussed 
in Chapter 5, visually it does not appear as though the redesigned training had an effect on the 
retention rates of the first cohort of CMs to receive it.  

                                                 
10The table for instructional strategies focuses on the MDES for the three confirmatory outcomes. 
11The multiplier is larger for the instructional outcomes because of the smaller sample size. 
12Prior MDRC studies have found effect sizes as high as 0.53 on teacher outcomes. For example, see Garet 

et al. (2008). 



142 

 
  

Outcome MDE MDES

Fall of first year
Value of the summer training (1-7) 0.65 0.36
Commitment to teaching and equity (1-7) 0.37 0.45
Retention (%) 6.48 0.30

Middle of first year
Value of the summer training (1-7) 0.63 0.35
Commitment to teaching and equity (1-7) 0.43 0.51

End of first year
Value of the summer training (1-7) 0.58 0.32
Commitment to teaching and equity (1-7) 0.33 0.39
Retention (%) 9.64 0.27

Fall of first year
Value of the summer training (1-7) 0.53 0.30
Commitment to teaching and equity (1-7) 0.30 0.39
Retention (%) 11.33 0.28

Appendix Table E.1

Minimum Detectable Effect (MDE) and Minimum Detectable Effect Size (MDES),
Survey Outcomes and Retention

SOURCE: Teach For America corps member surveys and administrative records.

NOTES: The MDE in this table is calculated by multiplying the standard error of the estimated effect by 2.5. A 
statistical significance level of 10 percent is assumed. The MDES is the MDE divided by the standard
deviation for the last baseline cohort of corps members.

The survey outcome measures are based on survey items with a 7-point agreement scale. The "value of 
the summer training" measure is based on the following question: "Overall, I believe the preparation I received 
from Teach For America prior to starting at my school was valuable in my efforts to become a successful 
teacher." The commitment to teaching and equity measure is a composite created from eight items related to 
CMs' beliefs in TFA's mission of  ensuring that each child has an opportunity to receive an excellent 
education, and CMs' beliefs in their own capacity to effectively contribute to this mission. 
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Standard Deviations 
The tables in this section provide the standard deviation for the outcomes of the CMs in the study, 
by study group (program and comparison regions) and for both regions pooled together. Appen-
dix Tables E.3 to E.5 present the standard deviations for CMs’ retention in the TFA program, 
their perceptions of the training, their commitment to teaching, and their use of standards-aligned 
instructional strategies, respectively.13 

Note that when calculating the effect sizes presented in Chapters 4 and 5 of this report, 
the standard deviation for the pooled sample (program and comparison) was used. For estimated 
effects on CMs’ perceptions of the training, commitment to teaching, and retention, the standard 
deviation for the last baseline cohort (2015 cohort) was used; for estimated effects on standards-
aligned instructional strategies, the standard deviation for the 2016 cohort was used. 

  

                                                 
13The table for instructional strategies focuses on outcomes that are confirmatory, available at all grade lev-

els, or both. 

Outcome MDE MDES

Text for the lesson featured author/characters/community with similar 17.29 0.33
background to student (% of classes)

Student was asked to cite text evidence in their writing (% of classes)a 17.87 0.40
Math instructional practice composite (z-score)b 0.36 0.37

Appendix Table E.2

Minimum Detectable Effect (MDE) and Minimum Detectable Effect Size (MDES),
Self-Reported Standards-Aligned Instructional Strategies

SOURCE: Closed-ended teacher logs administered by MDRC.

NOTES: The MDE in this table is calculated by multiplying the standard error of the estimated effect by 2.6. 
A statistical significance level of 10 percent is assumed. The MDES is the MDE divided by the standard
deviation for the sample.

aThis item is only available for upper elementary and secondary school teachers. 
bThis composite combines the items in the math logs that map onto college and career-readiness 

standards for math instruction. The scale  of the items differs, so each item was first z-scored based on the 
mean and standard deviation of the comparison group logs; these z-scores were then averaged across 
items, and the average score was z-scored, again, based on the mean and standard deviation for the 
comparison logs. Because some of the log items differ across levels, the composite score was created 
separately for the lower elementary school or upper elementary or secondary school logs. The reliability 
(Cronbach's alpha) for the composite is 0.71 at the lower elementary school level and 0.75 at the upper 
elementary or secondary school level.
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Follow-up time point

Fall of first year (%) 24.56 (420) 19.81 (887) 21.49 (1,307) 24.46 (361) 20.37 (815) 21.74 (1,176)
End of first year (%) 36.44 (420) 36.12 (887) 36.24 (1,307) 35.16 (361) 38.67 (815) 37.61 (1,176)
Fall of second year (%) 39.69 (420) 41.78 (887) 41.11 (1,307) 39.80 (361) 44.31 (815) 42.96 (1,176)

Standard Deviations (and Number of Corps Members) for Retention Outcome

Appendix Table E.3

Regions Regions Regions Regions
Pooled

2015 Cohort 2016 Cohort
Program Comparison Pooled Program Comparison

SOURCE: Teach For America administrative records for corps members. 

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the summer 
institute the same year. The 2015 cohort received their summer training before the launch of the redesigned institute 
in Tulsa. The 2016 cohort is the first cohort of CMs trained after the launch of the redesigned institute. The values in 
the table show the standard deviation (and number of teachers) by cohort for the program regions, the comparison 
regions, and both groups pooled together. 



 

  

145 

Survey Wave and Outcome

Fall of first year
Value of the summer training (1-7) 1.65 (360) 1.86 (781) 1.79 (1,141) 1.82 (317) 1.84 (721) 1.85 (1,038)
Commitment to teaching and equity (1-7) 0.74 (360) 0.85 (781) 0.82 (1,141) 0.86 (317) 0.93 (721) 0.91 (1,038)

Middle of first year
Value of the summer training (1-7) 1.64 (335) 1.83 (746) 1.77 (1,081) 1.81 (301) 1.83 (670) 1.87 (971)
Commitment to teaching and equity (1-7) 0.73 (335) 0.90 (746) 0.85 (1,081) 0.76 (301) 0.94 (670) 0.89 (971)

End of first year
Value of the summer training (1-7) 1.76 (331) 1.84 (715) 1.82 (1,046) 1.88 (296) 1.95 (647) 1.95 (943)
Commitment to teaching and equity (1-7) 0.78 (331) 0.87 (715) 0.84 (1,046) 0.85 (296) 0.92 (647) 0.90 (943)

Fall of second year
Value of the summer training (1-7) 1.67 (328) 1.83 (660) 1.77 (988) 1.33 (268) 1.52 (568) 1.47 (836)
Commitment to teaching and equity (1-7) 0.68 (328) 0.82 (660) 0.77 (988) 0.69 (268) 0.85 (568) 0.80 (836)

Standard Deviations (and Number of Corps Members) for Survey Outcomes

Appendix Table E.4

Regions Regions Regions Regions

2016 cohort
Program Comparison Pooled Program Comparison Pooled

2015 cohort

SOURCE: Teach For America corps member surveys. 

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the summer institute the same year. The 2015 cohort
received their summer training before the launch of the redesigned institute in Tulsa. The 2016 cohort is the first cohort of CMs trained after the launch of 
the redesigned institute. The values in the table show the standard deviation (and number of teachers) by cohort for the program regions, the comparison 
regions, and both groups pooled together. 

The reported outcome measures are based on survey items with a 7-point agreement scale. The "value of the summer training" measure is based on 
the following question: "Overall, I believe the preparation I received from Teach For America prior to starting at my school was valuable in my efforts to 
become a successful teacher." The commitment to teaching and equity measure is a composite created from eight items related to CMs' beliefs in TFA's 
mission of  ensuring that each child has an opportunity to receive an excellent education, and CMs' beliefs in their own capacity to effectively contribute to 
this mission. 
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Outcome

English Language Arts
Text used for the lesson featured an author, characters, and/or a community with

similar background to focal student (% of classes) 48.6 (625) 55.4 (919) 52.8 (1,544)
Student was asked to cite text evidence in their writing (% of classes)a 41.3 (546) 46.7 (828) 44.7 (1,374)

These areas were a focus of instruction (% of classes):
Listening to a text read aloud 49.7 (733) 55.1 (1,128) 53.4 (1,861)
Reading with a partner or group 44.4 (729) 49.6 (1,123) 47.6 (1,852)
Reading independently 49.4 (732) 53.4 (1,127) 52.0 (1,859)

Mathematics
Math instructional practice composite (z-score)b 0.86 (621) 1.00 (1,177) 0.96 (1,798)

These areas were a focus of instruction (% of classes):
Solving a math problems with an algorithm 49.4 (618) 56.4 (1,174) 54.3 (1,792)
Representing/analyzing relationships using illustrations 50.0 (619) 56.4 (1,174) 54.3 (1,793)
Critiquing the mathematical reasoning of others 35.4 (613) 39.9 (1,167) 38.4 (1,780)
Discussing math with a peer(s) 49.6 (616) 55.6 (1,173) 53.6 (1,789)
Justifying responses to a math problem(s) 48.3 (618) 55.4 (1,172) 53.1 (1,790)
Writing down mathematical thinking 48.9 (618) 54.9 (1,174) 52.9 (1,792)
Applying math concepts to a "real-world" problem(s) 47.7 (619) 54.8 (1,173) 52.4 (1,792)
Working in a math team(s) or pair(s) 49.1 (617) 55.6 (1,172) 53.4 (1,789)
Investigating a multistep problem(s) 48.8 (619) 56.0 (1,171) 53.7 (1,790)
Practicing or relearning prerequisite concepts 48.4 (617) 53.6 (1,174) 51.9 (1,791)

(continued)

Appendix Table E.5

Standard Deviations (and Number of Logs) for Self-Reported Instructional Practices

Regions Regions
Program Comparison Pooled



 

 

Outcome

Receiving remediation 33.2 (610) 42.1 (1160) 39.3 (1770)
Continuing to persevere on a challenging problem 47.9 (616) 54.0 (1172) 52.0 (1788)

Regions

Appendix Table E.5 (continued)
Program Comparison Pooled
Regions

SOURCE: Closed-ended teacher logs administered by MDRC.

NOTES: Online teacher logs were administered to corps members (CMs) in the 2016 cohort in the program and comparison regions. CMs teaching English 
Language Arts (ELA), mathematics, or general education in the first year of their teaching placement were eligible for the logs. Secondary school teachers, as 
well as elementary school teachers in departmentalized schools, were sent the log for their content area and level  every two weeks (about twice per month). 
Elementary school teachers teaching both content areas (general education teachers) were sent the ELA log or the math log every two weeks, with the content 
area alternating between logs (about one log per content area per month). A CM is included in the log sample if they completed at least one log during the 
school year. At the start of each log, teachers were given a randomly selected letter of the alphabet and asked to report on their instructional practices with a 
focal student whose name starts with that letter (or the closest letter)  on a particular day that week. A CM is included in the log sample if the CM completed at 
least one log during the school year.  

The values in the table show the standard deviation (and the number of logs) by outcome for the  program regions, the comparison regions, and both groups 
pooled together. 

aThis item is only available for upper elementary and secondary school teachers. The number of teachers included in this analysis is 60 in the program group 
and 93 in the comparison group.

b This composite combines the items in the math logs that map onto the TFA core components. The scale of the items differs, so each item was first z-scored 
based on the mean and standard deviation of the comparison group logs; these z-scores were then averaged across items, and the average score was z-
scored, again, based on the mean and standard deviation for the comparison logs. Because some of the log items differ across levels, the composite score was 
created separately for the lower elementary school and upper elementary or secondary school logs. The reliability (Cronbach's alpha) for the composite is 0.71 
at the lower elementary school level and 0.75 at the upper elementary or secondary school level.
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This appendix discusses several analyses that the study team conducted to examine whether esti-
mated effects on corps members’ (CM) outcomes are sensitive to how the analysis was con-
ducted. Because the study designs used in this evaluation are quasi-experimental, the findings in 
this report cannot be interpreted as the true causal effect of the redesigned training on CMs’ out-
comes. However, when the findings are robust across sensitivity analyses — as they are in this 
study — this makes it more likely that the results were due to the effect of the new training. The 
appendix describes the types of sensitivity analyses that the study team conducted, followed by a 
presentation and overview of the results. 

Overview of Analyses 
In this study, estimated effects on CMs’ retention in the TFA program, their perceptions of the 
training, and their commitment to teaching were based on a comparative interrupted time series 
(CITS) design, which is the more rigorous of the two study designs used in this evaluation. The 
study team conducted several sensitivity analyses to explore various factors that could compro-
mise the credibility of the comparison group in the CITS design: 

● Design validation: One of the advantages of having access to data for several 
cohorts of CMs is that the results of the CITS design can be validated by look-
ing at the estimated “effect” of the redesigned training on the last baseline co-
hort of CMs (the 2015 cohort). By definition, this effect should be zero because 
the redesigned training had not yet been launched, so this provides a useful 
benchmark for validating the CITS design and the comparison regions. If the 
effect of the redesigned training on CMs’ outcomes is not statistically signifi-
cant, then this lends greater credibility to the CITS design and the main find-
ings presented in the report. In practice, this sensitivity analysis was set up by 
pretending that the 2015 cohort of CMs is the intervention cohort in the CITS 
design. The selection of comparison regions was then conducted, again, using 
the newly defined baseline period (which now excluded the 2015 cohort) and 
the effects of the redesigned training on CMs’ outcomes were re-estimated.1  

● Complete case analysis: As explained in Appendix E, missing data on the 
baseline covariates (CMs’ demographic and placement characteristics) were 
imputed. As a sensitivity analysis, estimated effects were re-estimated using 
only CMs for whom there were complete data on these characteristics, to ver-
ify that the imputation procedures were not causing bias in the results. The 
results from this analysis are not perfectly comparable to the main findings, 
because differences in the findings could be due to variation in the true effect 
of the training across different subgroups of CMs (that is, effects could have 
been different for the subgroup of CMs with complete data), as opposed to 

                                                 
1This analysis excluded two program regions — Orlando and Idaho — and their comparison regions, be-

cause these regions are newer and did not have enough baseline cohorts to be included in this sensitivity analysis. 
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indicating a problem with the imputation. However, this remains a useful sen-
sitivity analysis. 

● 1-to-1 match: As explained in Chapter 2 and Appendix D, each program re-
gion was matched to the two comparison regions whose prior cohorts of CMs 
had the most similar outcomes and characteristics. This is called nearest- 
neighbor matching. In practice, there is an inherent trade-off with respect of 
the number of “neighbors” chosen for each program region. The greater the 
number of matches, the larger the sample is, and the greater is the study’s abil-
ity to statistically detect effects. However, the more matches that are chosen, 
the more dissimilar the matches are likely to be to the program regions. For 
the primary analysis, two comparison regions (a 1:2 match) was used to max-
imize statistical power while also maintaining comparable groups. However, 
these groups could be made even more closely comparable by only including 
the “best” match for each program region. Therefore, in the first sensitivity 
analysis, only the most similar of each program region’s matches was included 
in the comparison group. This analysis was based on a smaller sample, so ef-
fects are less likely to be statistically detectable; however, this analysis is still 
useful for looking at consistency in the pattern of estimated effects. 

● Propensity score matching: As explained in Appendix D, the main analysis 
in this study used the Euclidian distance as a composite measure of the “simi-
larity” between the program regions and the potential comparison regions for 
the purposes of matching. An alternative measure of distance is the propensity 
score.2 The literature on matching indicates that the choice of matching 
method should not matter, as long as the pool of comparison units (for exam-
ple, regions) from which to choose is suitable and that pre-intervention data on 
the outcomes of interest (for example, from prior cohorts) are available.3 Thus, 
examining the sensitivity of the findings to the choice of distance metric is a 
useful analysis. If the estimated effect of the redesigned training is sensitive to 
how the comparison group was chosen, then this would indicate that the com-
parison regions may not provide a credible counterfactual for the program re-
gions schools. Therefore, for the purposes of the sensitivity analysis, compar-
ison regions were chosen using propensity score matching.4 For each program 

                                                 
2Rosenbaum and Rubin (1983). 
3Cook, Shadish, and Wong (2008); Somers et al. (2013). 
4The dependent variable in the propensity score model was an indicator for whether a region went to the 

national institute in Tulsa; the independent variables were the same matching characteristics as were used in the 
main matching approach. (See Appendix D.) A logistic regression was used to fit this model to the data. The 
regression coefficients on the independent variables were then used to predict each region’s likelihood of being 
a program region, given the characteristics and outcomes of prior cohorts of CMs. This predicted probability is 
defined as the propensity score. In practice, the logit of the propensity score was used for matching (Rubin 2001). 
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region, the two regions in the comparison pool with the most similar propen-
sity score were included in the comparison group. 

These analyses were used to explore the sensitivity of the effect of the redesigned training 
on retention as well as CMs’ perceptions of the training and commitment to teaching. For the 
latter domains, an additional sensitivity analysis was conducted: 

● Stable sample: In the main analysis, estimated effects on CMs’ perceptions 
of the training and their commitment to teaching are based on the survey sam-
ple, whose size varies across survey waves (it is smaller for later survey waves 
as CMs leave TFA). This means that differences in the estimated effect of the 
redesigned training across survey waves could be due to shifts in the sample. 
Therefore, estimated effects were re-estimated based on a stable survey sam-
ple, which included only the CMs who were included in all survey waves. 

Sensitivity analyses were also conducted to explore the robustness of findings related to 
CMs’ use of instructional strategies aligned with college- and career-readiness standards. Given 
the study design and available data, two of the sensitivity analyses described above were applica-
ble: the complete case analysis and the 1-to-1 match analysis. 

Findings 
Appendix Tables F.1 to F.3 present the sensitivity analysis results for the estimated effect of the 
redesigned training on retention rates, CMs’ perceptions of the training and their commitment to 
teaching, and CMs’ use of standards-aligned instructional practices, respectively. As a reference 
point, the first column in each table shows the estimated effects presented in the report. The next 
set of columns show the estimated effect from each sensitivity analysis. Ideally, the results in all 
columns should be similar to the main findings in the first column, with the exception of the 
results of the “design validation” analysis, which should not be statistically significant because 
there should be no “effects” for the 2015 cohort. 

As shown in Appendix Tables F.1 and F.2, which pertain to effects on retention rates and 
CMs’ perceptions and commitment, the findings from the “validation analysis” confirm that es-
timated effects for the 2015 cohort are not statistically significant, as expected. Additionally, none 
of the other sensitivity analyses that were conducted contradict the key finding that the redesigned 
training does not appear to have improved CMs’ retention rates, their perceptions of the training, 
or their commitment to teaching. Related to CMs’ perceptions of the training, the sensitivity find-
ings consistently indicate that the new training may have had a negative effect on CMs’ percep-
tions during their first year of teaching, but that this effect appears to dissipate in the fall of their 
second year. At that point in time, estimated effects on CMs’ perceptions of the value of the 
summer training is not statistically significant, with the exception of one analysis (1:1 matching) 
where the estimated effect is statistically significant at the 10 percent level. However, across 
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all analyses, the magnitude of the estimated effect is numerically smaller in CM’s second year 
than in their first year. Taken together, the consistency of these findings strongly suggests that the 
redesigned training did not improve these outcomes. 

Appendix Table F.3, which focuses on CMs’ use of the three confirmatory standards-
aligned instructional practices, also shows that the findings from the main analysis are robust to 
sample definitions. Across all analyses, CMs in the program regions do not appear to have used 
these practices more often than CMs in the comparison regions. 

 

Propensity
Main Design Complete Score

Outcome and Follow-Up Year Samplea Validationb Casec 1:1 Matchingd Matchinge

Retention (%)
Fall of first year -0.65 -2.94 -0.22 1.01 1.07
End of first year 2.49 -6.69 5.10 5.17 5.40
Fall of second year 2.11 -3.65 7.32 3.81 5.88

Number of corps members 8,324 4,840 4,801 6,068 4,349

Appendix Table F.1
Estimated Effects on Retention Outcomes, by Sensitivity Analysis

SOURCES: Teach For America Administrative Records for corps members.

NOTES: A two-tailed test was applied to estimated effects. The statistical significance of estimated effects is 
indicated as follows: *** = 1 percent; ** = 5 percent; * = 10 percent.

aThe estimated effects in this colum are the main findings presented in the report.
bTo estimate the effects in this column, the selection of comparison regions was conducted using the same 

process as was used for the main study sample, but in this case pretending that the last baseline cohort (2015 
cohort) was the first cohort to participate in the redesigned training. 

cEstimated effects in this column are based on teachers with complete (non-missing) data on the characteristics 
used as covariates in the analysis. 

dEstimated effects in this column are based on a set of comparison regions that includes only the best match for 
each program region (1-to-1 nearest neighbor), rather than the two best matches (1-to-2 nearest neighbor).

eEstimated effects in this column are based on comparison regions that were chosen using propensity scores as 
an overall measure of the similarity between regions, rather than Euclidian distance.



 

  

Propensity
Main Design Complete Score Stable

Outcome Sample Validationb Casec 1:1 Matchingd Matchinge Samplef

Fall of first year
Value of the summer training (1-7) -0.62 ** -0.05 -0.70 * -0.73 ** -0.67 * -0.46
Commitment to teaching and equity (1-7) -0.01 -0.04 -0.08 0.01 -0.08 0.04

Number of regions 21 16 21 15 15 21
Number of corps members 7321 4246 4375 5355 3857 5313

Middle of first year
Value of the summer training (1-7) -1.01 *** 0.16 -1.11 *** -1.11 *** -1.08 *** -0.98 ***
Commitment to teaching and equity (1-7) 0.00 -0.04 -0.01 0.10 0.00 0.01

Number of regions 21 16 21 15 15 21
Number of corps members 6979 4050 4185 5113 3675 5313

End of first year
Value of the summer training (1-7) -0.58 ** 0.08 -0.70 ** -0.76 *** -0.80 ** -0.68 ***
Commitment to teaching and equity (1-7) -0.09 -0.17 -0.11 -0.04 -0.13 -0.06

Number of regions 21 16 21 15 15 21
Number of corps members 6637 3876 3983 4853 3525 5313

Fall of second year
Value of the summer training (1-7) -0.34 0.03 -0.37 -0.43 * -0.35 -0.31
Commitment to teaching and equity (1-7) -0.06 -0.07 -0.03 -0.01 -0.11 0.01

Number of regions 21 16 21 15 15 21
Number of corps members 6305 3746 3874 4619 3345 5313

(continued)

Appendix Table F.2

Estimated Effects on Survey Outcomes, by Sensitivity Analysis
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Appendix Table F.2

SOURCES: Teach For America corps member surveys. 

NOTES: A two-tailed test was applied to estimated effects. The statistical significance of estimated effects is indicated as follows: *** = 1 percent; ** = 5 
percent; * = 10 percent.

aThe estimated effects in this colum are the main findings presented in the report.
bTo estimate the effects in this column, the selection of comparison regions was conducted using the same process as was used for the main study 

sample, but in this case pretending that the last baseline cohort (2015 cohort) was the first cohort to participate in the redesigned training. 
cEstimated effects in this column are based on teachers with complete (non-missing) data on the characteristics used as covariates in the analysis. 
dEstimated effects in this column are based on a set of comparison regions that includes only the best match for each program region (1-to-1 

nearest neighbor), rather than the two best matches (1-to-2 nearest neighbor) 
eEstimated effects in this column are based on comparison regions that were chosen using propensity scores as an overall measure of the similarity 

between regions, rather than Euclidian distance.
fEstimated effects in this column are based on a stable sample of teachers who responded to the TFA survey in all survey waves.
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Main Complete
Outcome Samplea Caseb 1:1 Matchingc

English Language Arts
Text used for the lesson featured an author, characters, and/or a -10.9 -11.4 -2.2

community with similar background to focal student (% of classes)

Student was asked to cite text evidence in their -5.4 -4.3 -4.6
writing (% of classes)

Number of regions 20 20 15
Number of corps members 225 136 172
Number of logs 1882 1170 1439

Mathematics
Math instructional practice composite (z-score) -0.11 -0.25 -0.11

Number of regions 21 19 15
Number of corps members 231 136 155
Number of logs 1825 1070 1158

Appendix Table F.3
Estimated Effects on Self-Reported Instructional Strategies Aligned with

College- and Career-Readiness Standards, by Sensitivity Analysis

SOURCES: Closed-ended teacher logs administered by MDRC. 

NOTES: A two-tailed test was applied to estimated effects. The statistical significance of estimated effects is 
indicated as follows: *** = 1 percent; ** = 5 percent; * = 10 percent.

aThe estimated effects in this colum are the main findings presented in the report.
bEstimated effects in this column are based on teachers with complete (non-missing) data on the characteristics 

used as covariates in the analysis. 
cEstimated effects in this column are based on a set of comparison regions that includes only the best match for 

each program region (1-to-1 nearest neighbor), rather than the two best matches (1-to-2 nearest neighbor).



 

 

 



Appendix G 

Supplemental Findings 

 
 
 
 
  



 

 
 
 
 
 
 
 
 
 



161 

This appendix presents supplemental findings related to corps members’ (CM) outcomes. The 
first section examines CMs’ use of additional standards-aligned instructional strategies that were 
not discussed in the report. The second section presents a descriptive time series analysis of value-
added scores for CMs in three regions in Florida. 

Use of Standards-Aligned Instructional Strategies 
As discussed in Chapter 2 and Appendix C, CMs’ use of instructional strategies aligned with 
college and career readiness standards were measured using closed-ended logs. These logs were 
administered to CMs in the 2016 cohort teaching English Language Arts (ELA), mathematics, 
and general education during the first year of their teaching placement. 

Chapter 4 examined the difference between CMs in the program and comparison regions 
with respect to three key confirmatory instructional practices that were most aligned with the 
redesigned training: CMs’ use of culturally responsive texts (cultural responsiveness domain), the 
extent to which CMs asked students to cite text evidence (English Language Arts domain), and a 
composite measure of CMs’ use of standard-aligned math practices (mathematics domain). As 
discussed in Chapter 4, although CMs in the program regions used these strategies, they did not 
use them more often than CMs in the comparison regions. 

As an exploratory analysis, CMs’ use of other standards-aligned instructional strategies 
was also examined: 

● Appendix Table G.1 examines several ELA instructional strategies for CMs 
in the program and comparison regions. For items that were included in both 
the lower elementary school and upper elementary or secondary school logs, 
the findings are shown for all CMs; for items that were only included in the 
lower elementary school or upper elementary and secondary school logs, the 
findings are shown by level. The results indicate that CMs in the program re-
gions had students listen to a text read aloud more frequently than the compar-
ison regions CMs (58 percent of classes versus 42 percent of classes), and this 
difference is statistically significant. All other ELA practices were used with 
statistically similar frequency across the two groups of CMs. 

● Appendix Table G.2 examines specific math instructional practices, for CMs 
in the program and comparison regions.1 These findings show that CMs in the 
program regions had students solve math problems using an algorithm less 
frequently than CMs in the comparison regions (41 percent of classes versus 

                                                 
1These items were included in the confirmatory composite measure of standards-aligned math instruction 

examined in Chapter 4. 



 

  

Program Comparison Estimated Effect
Outcome Regions Regions Difference Size P-Value

All levels
These areas were a focus of instruction (% of classes):

Listening to a text read aloud 57.7 41.9 15.8 ** 0.30 0.030
Reading with a partner or group 26.5 31.0 -4.5 -0.09 0.391
Reading independently 41.1 38.3 2.9 0.06 0.725

Number of regions 8 12
Number of corps members 87 138
Number of logs 739 1143

Lower elementary school
These areas were a focus of instruction (% of classes):

Developing skills in phonics 57.3 84.7 -27.5 -0.50 0.328
Developing skills in fluency 32.4 40.0 -7.6 -0.14 0.858
Developing skills in vocabulary 34.3 52.0 -17.7 -0.33 0.725
Developing skills in writing 32.4 60.6 -28.3 -0.51 0.584

Extent to which students received instruction thata

Addressed gaps in reading performance (1-4) 2.35 2.22 0.14 0.13 0.871
Addressed gaps in writing performance (1-4) 1.89 2.75 -0.86 -0.86 0.351

Number of regions 5 10
Number of corps members 16 32
Number of logs 117 216

(continued)

Appendix Table G.1

Estimated Effects on Supplemental Self-Reported Standards-Aligned Instructional Strategies, 
English Language Arts
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Program Comparison Estimated Effect
Outcome Regions Regions Difference Size P-Value
Upper elementary/secondary school
Student was asked these types of questions (% of classes):

Text-dependent questions related to text structure 62.8 52.5 10.3 0.20 0.230
Text-dependent questions related to character perspective 43.9 48.9 -5.0 -0.10 0.458

Text-dependent questions related to vocabulary 69.2 67.2 2.0 0.04 0.802
Text-dependent questions related to author’s choices 41.3 44.5 -3.2 -0.06 0.678
Text-dependent questions related to theme 41.4 40.6 0.8 0.02 0.922
Text-dependent questions related to plot 44.3 49.6 -5.3 -0.10 0.482
Non-text-dependent questions related to the text 60.4 60.4 0.0 0.00 0.999

Extent to which students received instruction that is
integrated with other content areas (1-4)a 2.43 2.49 -0.06 -0.06 0.727

Number of regions 8 12
Number of corps members 71 106
Number of logs 622 927

Appendix Table G.1 (continued)

SOURCE: Closed-ended teacher logs administered by MDRC.

NOTES: Online teacher logs were administered to corps members (CMs) in the 2016 cohort in the program and comparison regions. CMs 
teaching English Language Arts (ELA), mathematics, or general education in the first year of their teaching placement were eligible for the 
logs. Secondary school teachers, as well as elementary school teachers in departmentalized schools, were sent the log for their content area 
and level every two weeks (about twice per month). Elementary school teachers teaching both content areas (general education teachers) 
were sent the ELA log or the math log every two weeks, with the content area alternating between logs (about one log per content area per 
month). At the start of each log, teachers were given a randomly selected letter of the alphabet and asked to report on their instructional 
practices with a focal student whose name starts with that letter (or the closest letter)  on a particular day that week. 

The values in the "Program Regions" column are the observed  mean  outcome for teachers in the program regions.  The values in the  
"Comparison Regions" column are the regression-adjusted mean outcome for teachers in the comparison regions, using the mean covariate 
values for the program region as the basis for the adjustment. The values in the "Estimated Difference" column are the difference between the 
program and comparison regions, adjusted for differences in the characteristics of the focal students and teachers. Values in the "Effect Size" 
column are the estimated effect divided by the standard deviation for the sample. A two-tailed t-test was applied to estimated differences. The 
statistical significance of estimated differences is indicated as follows: *** = 1 percent; ** = 5 percent; * = 10 percent. Rounding may cause 
slight discrepancies in calculating sums and differences. 

Sample sizes in this table are the number of teachers in the log sample. A CM is included in the log sample if the CM completed at least 
one log during the school year. 

aThese items are based on a 4-point frequency scale (no time, some of the time, most of the time, all of the time).
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Program Comparison Estimated Effect
Outcome Regions Regions Difference Size P-Value

All levels
These areas were a focus of instruction (% of classes):

Solving a math problems with an algorithm 41.1 53.3 -12.2 * -0.23 0.074
Representing/analyzing relationships using illustrations 46.9 42.1 4.8 0.09 0.430
Critiquing the mathematical reasoning of others 13.6 12.7 0.9 0.02 0.834
Discussing math with a peer(s) 43.7 35.5 8.2 0.15 0.244
Justifying responses to a math problem(s) 35.6 35.9 -0.4 -0.01 0.956
Writing down mathematical thinking 39.1 38.7 0.4 0.01 0.959
Applying math concepts to a "real-world" problem(s) 35.0 33.5 1.5 0.03 0.799
Working in a math team(s) or pair(s) 40.5 37.1 3.4 0.06 0.612
Investigating a multi-step problem(s) 37.3 40.5 -3.2 -0.06 0.594
Practicing or relearning prerequisite concepts 35.1 29.4 5.7 0.11 0.381
Receiving remediation 11.2 15.5 -4.3 -0.11 0.365
Continuing to persevere on a challenging problem 32.9 31.9 1.0 0.02 0.889

Number of regions 8 13
Number of corps members 80 151
Number of logs 628 1197

(continued)

Appendix Table G.2

Estimated Effects on Supplemental Self-Reported Standards-Aligned
Instructional Strategies, Mathematics
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Program Comparison Estimated Effect
Outcome Regions Regions Difference Size P-Value

Lower elementary schools
These areas were a focus of instruction (% of classes):

Using manipulatives to solve math problems 24.7 35.2 -10.5 -0.20 0.529
Estimating solutions to a math problem(s) 10.8 6.7 4.1 0.13 0.624

Number of regions 6 12
Number of corps members 44 71
Number of logs 240 391

Upper elementary/secondary schools
These areas were a focus of instruction (% of classes):

Using tool(s) to solve a math problem 25.8 33.6 -7.8 -0.15 0.374
Developing hypotheses 7.1 4.1 3.1 0.11 0.666
Testing hypotheses 6.4 4.9 1.5 0.06 0.839

Number of regions 8 13
Number of corps members 37 82
Number of logs 388 806

(continued)

Appendix Table G.2 (continued)
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Appendix Table G.2 (continued)

SOURCE: Closed-ended teacher logs administered by MDRC.

NOTES: Online teacher logs were administered to corps members (CMs) in the 2016 cohort in the program and comparison regions. CMs teaching 
English Language Arts (ELA), mathematics, or general education in the first year of their teaching placement were eligible for the logs. Secondary school 
teachers, as well as elementary school teachers in departmentalized schools, were sent the log for their content area and level every two weeks (about 
twice per month). Elementary school teachers teaching both content areas (general education teachers) were sent the ELA log or the math log every two 
weeks, with the content area alternating between logs (about one log per content area per month). At the start of each log, teachers were given a randomly 
selected letter of the alphabet and asked to report on their instructional practices with a focal student whose name starts with that letter (or the closest letter)  
on a particular day that week. 

The values in the "Program Regions" column are the observed  mean  outcome for teachers in the program regions.  The values in the  "Comparison 
Regions" column are the regression-adjusted mean outcome for teachers in the comparison regions, using the mean covariate values for the program 
region as the basis for the adjustment. The values in the "Estimated Difference" column are the difference between the program and comparison regions, 
adjusted for differences in the characteristics of the focal students and teachers. Values in the "Effect Size" column are the estimated effect divided by the 
standard deviation for the sample. A two-tailed t-test was applied to estimated differences. The statistical significance of estimated differences is indicated 
as follows: *** = 1 percent; ** = 5 percent; * = 10 percent. Rounding may cause slight discrepancies in calculating sums and differences. 

Sample sizes in this table are the number of teachers in the log sample. A CM is included in the log sample if the CM completed at least one log during 
the school year. 

.   
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53 percent of classes) and this difference is statistically significant. All other 
math practices were used with statistically similar frequency across the two 
groups of CMs. 

However, it is important to note that 34 different instructional strategies are examined in 
this exploratory analysis, so the two statistically significant results could be spurious and due to 
chance (a “false positive”).2 In particular, when a 10 percent statistical significance level is used, 
one would expect to see a false positive for every 10 hypothesis tests conducted, or 3.4 false 
positives among the 34 outcomes examined in this analysis. This means that the two statistically 
significant results in the exploratory analysis could have been due to chance. Therefore, the find-
ings from the exploratory analysis support the overall result that the redesigned training piloted 
in Tulsa does not appear to have increased CMs’ use of standards-aligned instructional strategies. 

Florida Value-Added Scores 
Value-added scores are used by the state of Florida to measure teacher effectiveness. These data 
were used to look at trends over time in value-added scores for CMs in the three TFA regions 
located in Florida (Miami-Dade, Duval, and Orlando), all of which were trained at the national 
institute in Tulsa. The purpose of this analysis was to explore whether CMs in Florida in the 2016 
cohort (who participated in the redesigned training) had higher value-added scores than prior co-
horts of CMs in these regions. This section provides an overview of the data, analytic methods, 
and the sample of CMs used in the analysis, as well as a discussion of the findings. 

Value-Added in Florida 
The Florida Department of Education measures teacher effectiveness using evaluations 

of a teacher’s instructional practice (based on classroom observations) and their value-added 
scores.3 The latter scores are publicly available for all CMs in the state who teach ELA or math-
ematics in tested grades, who have 10 or more students in their class, and who are not protected 
by public disclosure laws. 

In Florida, a teacher’s value-added score is defined as the standardized difference be-
tween the actual spring state test score of his or her students and their expected score given their 
characteristics and prior achievement.4 In recognition of the fact that the school can have an im-
pact on student learning — through pathways outside of teachers’ control — a teacher’s value-

                                                 
2This is called a Type I error, which is the risk of mistakenly concluding that the training had a statistically 

significant effect on a CM outcome, when in fact the training did not affect this outcome. 
3For a general overview of teacher evaluations and value-added scores in Florida, see 

www.fldoe.org/teaching/performance-evaluation. 
4The following information was used to predict a student’s score: the number of subject-relevant courses in 

which the student was enrolled; up to two prior years of state test scores, students with disabilities  status, English 
language learner status, gifted status, attendance, mobility (number of transitions), the difference from modal age 
in grade (as an indicator of retention), class size, and homogeneity of prior spring state test scores for students in 
the class. See Florida Department of Education (2011).  
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added score is the sum of two components: how the teacher’s students performed relative to sim-
ilar students at the school (“teacher component”) and how the school’s students performed rela-
tive to similar students in the state (“school component”). Thus, a teacher’s value-added score 
measures his or her students’ performance relative to similar students in the state. Value-added 
scores are scaled as a percentage. If a teacher’s value-added score is +0.10, this means that the 
teacher’s students scored 10 percent higher than expected relative to similar students in the state 
for that grade and subject. Negative value-added scores indicate that a teacher’s students had 
lower state test scores on average than expected. 

These data are publicly available for all Florida teachers who teach ELA or mathematics 
in tested grades. Therefore, for the purposes of this study, value-added scores were obtained for 
CMs in the 2012 to 2016 cohorts in Florida who were teaching mathematics or ELA (or general 
education in upper elementary school grades) during the first year of their teaching placement. 

Interrupted Time Series Design 
All three Florida regions were trained at the national institute in Tulsa in summer 2016 

and received the redesigned training. This means that a comparative interrupted time series 
(CITS) design could not be used to estimate the effect of the training on value-added scores. 
Instead, the analysis was based on an interrupted time series (ITS) design, which is a CITS design 
without a comparison group. Using an ITS design, the effect of the redesigned training was esti-
mated by looking at how much the value-added scores of the 2016 CMs in the Florida regions 
deviated from prior trends based on earlier cohorts in the same regions. A positive deviation from 
trend would suggest that the redesigned training may have had a positive effect on the value-
added scores of CMs in the 2016 cohort in Florida. 

The statistical model used to implement the ITS design is similar to the model used for 
a CITS design (described in Appendix E), but without a comparison group. The ITS analysis 
accounts for the clustering of CMs within regions and cohorts using a two-level model. The 
first level is a model of the variation in value-added scores between CMs within a region and 
cohort, and the second level is a model of the variation in value-added scores between regions 
and cohorts: 

Level 1 (CMs) 

𝒀𝒀𝒊𝒊𝒊𝒊𝒊𝒊 = 𝝀𝝀𝒓𝒓𝒓𝒓 + ∑ 𝝍𝝍𝒌𝒌
𝑲𝑲
𝒌𝒌=𝟏𝟏 𝒁𝒁𝒌𝒌,𝒊𝒊𝒊𝒊 + 𝜺𝜺𝒊𝒊𝒊𝒊𝒊𝒊  

Level 2 (region/cohort) 

𝝀𝝀𝒓𝒓𝒓𝒓 = ∑ 𝜹𝜹𝒎𝒎𝑹𝑹𝑹𝑹𝑹𝑹𝒎𝒎𝒎𝒎 + ∑ 𝝓𝝓𝒎𝒎𝑹𝑹𝑹𝑹𝑹𝑹𝒎𝒎 ∗ 𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝒄𝒄𝒎𝒎  +  𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝒄𝒄 + 𝒖𝒖𝒓𝒓𝒓𝒓  

where i denotes CMs, r is regions, and c is cohorts. The variables in the model are defined as 
follows: 

𝑌𝑌𝑖𝑖𝑖𝑖𝑖𝑖 = Outcome for CM i in cohort c and region r  
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𝑅𝑅𝑅𝑅𝑅𝑅𝑚𝑚 = A set of M dichotomous indicators for region (=1 for region m and 
0 otherwise). 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑐𝑐 = Continuous variable for time (cohort) centered at the last baseline 
(pre-intervention) cohort, such that RELYR=0 for the 2015 cohort 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑐𝑐 = Dichotomous indicator for the first cohort to have an opportunity 
to receive the new training (=1 if 2016 cohort; 0 otherwise)  

𝑍𝑍𝑘𝑘,𝑖𝑖𝑖𝑖  = A set of K characteristics for CM i, including their prior experi-
ence, their demographic characteristics, and the characteristics of 
their placement.5 

𝜀𝜀𝑖𝑖𝑖𝑖𝑖𝑖 =  Unexplained variation in Y within regions and cohorts 

𝑢𝑢𝑟𝑟𝑟𝑟 = Unexplained variation in Y between regions and cohorts 

From the model, the following quantities of interest can be obtained:  

𝛿𝛿𝑗𝑗 = Intercept of the baseline trend for each of the three program re-
gions in the analysis6 

𝜙𝜙𝑗𝑗 = Slope of the baseline trend for each the three program regions in 
the analysis7 

𝛽𝛽 = Deviation from baseline trend for the 2016 cohort in the program 
regions, which is also the estimated effect of the redesigned train-
ing for these CMs 

A key limitation of the ITS design, however, is that the deviation from trend for the pro-
gram group could be confounded with other policy events or shifts that happened in 2016 in 
                                                 

5The model controlled for the following characteristics of CMs: their age; race/ethnicity; sex; their pre-TFA 
status (professional, graduate school, or undergraduate); whether they were the first in their family to attend 
college; whether they were a Pell grant recipient; their highest educational attainment; whether their degree was 
in an education-related field; and their overall application score when applying to TFA (a composite or scores 
on different types of skills). The model also controlled for the characteristics of CMs’ placement: grade level and 
subject taught; whether the CM’s school was a Title I school; whether their school was a charter school; its total 
enrollment; the school’s level (elementary, middle, high); the school’s location (urban, suburban, town, rural); 
its pupil-teacher ratio; the percent of certified teachers at the school; the percent of teachers at the school absent 
for 10 or more days; the percent of teachers at the school in their first or second year (novice); the percent of 
English as a second language students, the percent of students eligible for free or reduced price lunch; the racial 
or ethnic composition of students; the percent of girls; the percent of students with an individualized education 
program; the percent of students who were chronically absent; the percent of students retained; the percent of 
students with 1 or more in-school suspensions, and the percent of students with 1 or more out-of-school suspen-
sions. The characteristics of a CM’s school were measured using the most recent data available (the 2013-2014 
or the 2015-2016 school year, depending on the variable). 

6The intercept can also be thought of as the predicted outcome for the 2015 cohort of CMs in a region. 
7In this model, the baseline trend was separately estimated for each region in the study. This strategy was 

used to account for the longitudinal nature of the data, whereby cohorts are nested within regions. 
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Florida. Therefore, the findings from the ITS design can less plausibly be attributed to the causal 
effect of the redesigned training. 

Value-Added Sample 
For the purposes of the analysis, a CM was included in the value-added sample if they 

had a value-added score for their first year of teaching and it was possible to identify them in the 
publicly available dataset from the state of Florida. The sample included CMs from the 2012 to 
2016 cohorts in the three program regions in Florida (Orlando, Duval, and Miami-Dade). 

Appendix Table G.3 shows the percentage of CMs in the Florida regions who are in-
cluded in the value-added sample by content area (ELA and mathematics) and by cohort. For the 
purposes of measuring response rates, the target population for the value-added scores includes 
all CMs in the three Florida regions who taught ELA, mathematics, or general education in the 
upper elementary school grades; ELA and mathematics in middle school grades CMs; and ELA 
in high school grades.8 

  

                                                 
8Value-added scores are not used by Florida for CMs teaching high school mathematics. 

Inclusion Rate Number in Sample % in Sample Number in Sample % in Sample

2012 cohort 116 60.3 36 66.7
2013 cohort 114 57.9 44 63.6
2014 cohort 89 61.8 39 61.5
2015 cohort 73 50.7 36 52.8
2016 cohort 72 50.0 41 48.8
All cohorts 464 56.9 196 58.7

Appendix Table G.3

Percentage of Corps Members Included in the Value-Added Sample

English Language Arts Mathematics

SOURCE: Florida Department of Education value-added measures. 

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the 
summer institute the same year. The "baseline cohorts" (2012-2015) received their summer training before 
the launch of the redesigned institute in Tulsa. The 2016 cohort is the first cohort of CMs trained after the 
launch of the redesigned institute. The number of CMs in the ELA column represents the total number of 
CMs in the three Florida program regions who are teaching ELA at the high school or middle school level, as 
well as CMs who are teaching ELA or general education at the upper elementary level. The number of CMs 
in the math column represents the total number of CMs in the three Florida program regions who are 
teaching math at the middle school level, as well as CMs who are teaching math or general education at the 
upper elementary level. A CM is included in the value added measure sample if they have a value-added 
score. 
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Across all cohorts, 57 percent of eligible CMs teaching ELA were included in the value-
added sample, and 59 percent of eligible CMs teaching mathematics were included in the sample. 
A CM may have been excluded from the sample because of missing data for several reasons. 
First, a CM may have a value-added score but be listed under a different name or be teaching in 
a different school relative to the information available to the study team, thereby making it im-
possible to identify the individual in the Florida database. Second, a CM could have been pro-
tected by a public disclosure law, in which case the CM’s score was reported in the Florida data-
base but the person’s name was suppressed. Finally, a CM could have had fewer than 10 students 
in his or her class, in which case a CM’s name would also have been suppressed. 

When an ITS design is used to estimate effects, ideally the characteristics of sample 
members should be similar across cohorts. Accordingly, the characteristics of CMs in the value-
added sample were examined, focusing on CMs in the 2015 cohort (baseline cohort) and the 
2016 cohort (follow-up cohort). As explained in Chapter 2, a useful rule of thumb is that dif-
ferences should not exceed an effect size of 0.25 standard deviations. An effect size is the dif-
ference in values for an outcome measure or characteristic expressed as a proportion of the 
standard deviation for that outcome measure or characteristic.9 Overall, there were several no-
table differences between cohorts: 

● Appendix Tables G.4 and G.5 show the characteristics of CMs in the 2015 and 
2016 cohorts with value-added scores, by content area. For the ELA sample, 
CMs in the 2016 cohort sample were more likely than the 2015 cohort to have 
been professionals before TFA (as opposed to undergraduate students). For the 
math sample, CMs in the 2016 cohort had higher application scores on average 
than the 2015 cohort and were more likely to be a person of color. Some of 
these baseline differences are larger than 0.25 as an effect size. 

● Appendix Tables G.6 and G.7 present the characteristics of the teaching place-
ments of CMs in the value-added sample, for the 2015 and 2016 cohort. The 
two cohorts of CMs differed with respect to some of the characteristics of their 
schools, and these differences exceed 0.25 in magnitude. For example, in the 
math value-added sample, CMs in the 2016 cohort were more likely than the 
2015 cohort to be teaching in lower grade levels. 

Additionally, as a sensitivity analysis, an ITS design was used to look at the “effect” of 
the redesigned training on the characteristics of CMs and their school placements. This effect was 
greater than 0.25 as an effect size for several characteristics. This means that the estimated effect 
of the redesigned training on value-added scores could be confounded with changes in the char-
acteristics or school context of the 2016 cohort relative to prior cohorts. 

  

                                                 
9Effects sizes in this section are based on the standard deviation for the pooled sample (program and com-

parison regions). 
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2016 2015 Estimated Effect
Characteristic Cohort Cohort Difference Size P-Value

Preparation and skills
Composite application score (1-5) 3.66 3.60 0.05 0.21 0.367

Educational attainment (%)
    Bachelor 91.7 91.9 -0.2 -0.01 0.973

Masters 8.3 8.1 0.2 0.01 0.973

Major or minor in Education (%) 22.1 16.2 5.9 0.15 0.526

Prospect Type (%)
Undergraduate 52.8 67.6 -14.8 -0.30 0.202
Graduate 5.6 5.4 0.2 0.01 0.978
Professional 41.7 27.0 14.6 0.31 0.193

Demographic 
Age at entry into TFA 24.25 23.92 0.33 0.10 0.667

First in family to attend college (%) 46.0 47.8 -1.8 -0.04 0.875

Received a Pell grant (%) 52.8 54.1 -1.3 -0.03 0.914

Race/ethnicity (%)
Hispanic 3.8 24.3 -20.5 ** -0.55 0.011
Black 32.0 25.1 6.8 0.14 0.530
White 55.7 48.2 7.6 0.15 0.510
Asian 2.9 0.0 2.9 0.24 0.306
Other 8.6 5.4 3.2 0.12 0.603

Person of color (%) 42.4 50.4 -8.0 -0.16 0.482

Female (%) 83.3 94.6 -11.3 -0.36 0.127

Number of regions 3 3
Number of corps members 36 37

(continued)

Appendix Table G.4

Characteristics of the 2016 Cohort (Program) and the 2015 Cohort (Baseline),
Value-Added Sample (English Language Arts)
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Overall, given the limitations of the study design, the substantial amount of missing data, 

and differences in CMs’ characteristics across cohorts, the value-added findings in the next sec-
tion should not be interpreted as the causal effect of the redesigned training. 

Findings 
Appendix Figure G.1 plots the trend over time in the ELA value-added scores of CMs in 

Florida during their first year of teaching. Before the redesigned training was launched (2012 to 
2015 cohorts), ELA value-added scores had been fluctuating substantially across cohorts, though 
generally negative on average and declining over time. The value-added scores for CMs in the 
2016 cohort who participated in the new summer training were higher than predicted relative to 
the scores of prior cohorts of CMs in the same regions, but not by a statistically significant 
amount. 

Similarly, the redesigned training does not appear to have improved math value-added 
scores for CMs in Florida. Appendix Figure G.2 plots the trends over time in these scores. Before 
the new training was launched, value-added scores in math were negative on average and they 
had been steadily declining (2012 to 2015 cohorts). Math value-added scores continued to de-
cline, as predicted, for the 2016 cohort. The deviation from trend for these CMs was small in 
magnitude and not statistically significant. 

Overall, these findings suggest that the redesigned training piloted at the national institute 
in Tulsa did not improve the value-added scores of the first cohort of CMs in Florida who received 
it. However, as noted earlier, these findings should be interpreted with caution due to limitations 
with the study design, the amount of missing data, and the fact that the analysis only included 
CMs from three regions. 

  

Appendix Table G.4 (continued)
SOURCE: Teach For America administrative records for corps members. 

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the 
summer institute the same year. The 2016 cohort of CMs joined TFA when the redesigned summer institute 
was launched in summer 2016. The 2015 cohort joined TFA before the launch of the new summer training. 
The number of CMs represents the total number of CMs in each cohort. CMs' characteristics are measured 
during the application process to TFA. The composite application score is based on a 5-point scale measuring 
CMs' skills in several areas, using information from their application materials and interviews.  

The values in the columns "2016 Cohort" and "2015 Cohort" are observed means. Values in the "Effect 
Size" column are the estimated difference divided by the standard deviation for the pooled sample (2015 and 
2016 cohorts). Rounding may cause slight discrepancies in calculating sums and differences. 

A two-tailed t-test was applied to estimated deviations and estimated differences between program regions 
and comparison regions. The statistical significance of estimated differences  is indicated as follows: *** = 1 
percent; ** = 5 percent; * = 10 percent. 
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2016 2015 Estimated Effect
Characteristic Cohort Cohort Difference Size P-Value

Preparation and skills
Composite application score (1-5) 3.8 3.6 0.2 *** 0.92 0.003

Educational attainment (%)
    Bachelor 95.0 94.7 0.3 0.01 0.971

Masters 5.0 5.3 -0.3 -0.01 0.971

Major or minor in Education (%) 13.7 10.1 3.5 0.10 0.748

Prospect Type (%)
Undergraduate 65.0 68.4 -3.4 -0.07 0.827
Graduate -0.1 5.3 -5.4 -0.34 0.299
Professional 35.0 26.3 8.7 0.19 0.569

Demographic 
Age at entry into TFA 24.3 23.9 0.4 0.11 0.718

First in family to attend college (%) 40.0 36.8 3.2 0.06 0.845

Received a Pell grant (%) 60.0 36.8 23.2 0.46 0.157

Race/ethnicity (%)
Hispanic 21.9 18.6 3.2 0.08 0.804
Black 40.0 31.6 8.4 0.17 0.595
White 16.3 47.5 -31.2 ** -0.67 0.022
Asian 6.3 2.1 4.3 0.27 0.403
Other 15.2 3.7 11.4 0.37 0.251

Person of color (%) 83.7 52.5 31.2 ** 0.67 0.022

Female (%) 86.2 89.4 -3.2 -0.09 0.778

Number of regions 3 3
Number of corps members 20 19

(continued)

Appendix Table G.5

Characteristics of the 2016 Cohort (Program) and the 2015 Cohort (Baseline),
Value-Added Sample (Mathematics)
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Appendix Table G.5 (continued)
SOURCE: Teach For America administrative records for corps members. 

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the 
summer institute the same year. The 2016 cohort of CMs joined TFA when the redesigned summer institute 
was launched in summer 2016. The 2015 cohort joined TFA before the launch of the new summer training. 
The number of CMs represents the total number of CMs in each cohort. CMs' characteristics are measured 
during the application process to TFA. The composite application score is based on a 5-point scale measuring 
CMs' skills in several areas, using information from their application materials and interviews.  

The values in the columns "2016 Cohort" and "2015 Cohort" are observed means. Values in the "Effect 
Size" column are the estimated difference divided by the standard deviation for the pooled sample (2015 and 
2016 cohorts). Rounding may cause slight discrepancies in calculating sums and differences. 

A two-tailed t-test was applied to estimated deviations and estimated differences between program regions 
and comparison regions. The statistical significance of estimated differences  is indicated as follows: *** = 1 
percent; ** = 5 percent; * = 10 percent. 
.   
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2016 2015 Estimated Effect
Placement Characteristic Cohort Cohort Difference Size P-Value

Grade and subject of placement
Grade level

Upper elementary school 22.2 13.5 8.7 0.23 0.338
Middle school 43.3 48.0 -4.7 -0.09 0.689
High school 32.5 36.1 -3.6 -0.07 0.752

Subject taught
General education 7.3 4.5 2.8 0.14 0.546
English Language Arts 92.7 95.5 -2.8 -0.14 0.546

Characteristics of Placement Schools
School size and type

Total enrollment 1,033.5 1,056.1 -22.5 -0.04 0.871
Title I school (%) 100.0 100.0 0.0 0.00 N/A
Magnet school (%) 41.4 49.0 -7.7 -0.15 0.495

Staffing
First-year teachers at the school (%) 40.7 36.7 4.1 0.27 0.191
Teacher absences (% with 10 or more per year) 55.1 55.5 -0.4 -0.03 0.894
Certified (%) 97.1 96.4 0.7 0.28 0.230

School location (%)
Urban 49.3 48.5 0.9 0.02 0.913
Suburban 48.5 52.2 -3.7 -0.08 0.621

(continued)

Appendix Table G.6

Characteristics of the First-Year Teaching Placements of the 2016 Cohort (Program) 
and 2015 Cohort (Baseline), Value-Added Sample (English Language Arts)



 

  

2016 2015 Estimated Effect
Placement Characteristic Cohort Cohort Difference Size P-Value

Characteristics of students in placement schools

Chronically absent students (%) 7.1 6.8 0.3 0.02 0.909

Students retained (%) 3.2 3.7 -0.5 -0.22 0.363

Students with 1 or more  in-school suspensions (%) 12.3 13.8 -1.4 -0.13 0.536

Students with 1 or more out-of-school suspensions (%) 11.8 10.5 1.3 0.18 0.449

Free or reduced price lunch students (%) 87.2 86.2 1.0 0.07 0.647

Students with English as a second language (%) 10.0 12.4 -2.4 -0.28 0.119

Students with an Individualized Education Plan (%) 13.7 13.8 -0.1 -0.02 0.922

Racial/ethnic composition of students (%)
Hispanic 25.0 29.7 -4.6 -0.23 0.202
Black 63.4 59.9 3.5 0.16 0.488
White 9.6 8.0 1.5 0.12 0.526
Asian 1.2 1.5 -0.3 -0.24 0.249
Other 2.1 2.3 -0.2 -0.10 0.447

Female students (%) 48.5 48.6 -0.1 -0.04 0.866

Number of regions 3 3
Number of corps members 36 37

Appendix Table G.6 (continued)

NOTES: A cohort is defined as a group of TFA corps members (CMs) who joined TFA and attended the summer institute the same year. 
The 2016 cohort of CMs joined TFA when the  redesigned summer institute was launched in summer 2016. The 2015 cohort joined TFA 
before the launch of the new summer training. The number of CMs represents the total number of CMs in each cohort. CMs' 
characteristics are measured during the application process to TFA. The values in the columns "2016 Cohort" and "2015 Cohort" are 
observed means. Values in the "Effect Size" column are the estimated difference divided by the standard deviation for the pooled sample 
(2015 and 2016 cohorts). Rounding may cause slight discrepancies in calculating sums and differences. 

A two-tailed t-test was applied to estimated deviations and estimated differences between program regions and comparison regions. 
The statistical significance of estimated differences is indicated as follows: *** = 1 percent; ** = 5 percent; * = 10 percent. 
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2016 2015 Estimated Effect
Placement Characteristic Cohort Cohort Difference Size P-Value

Grade and subject of placement
Grade level

Upper elementary school 27.5 14.3 13.3 0.34 0.285
Middle school 72.5 85.7 -13.3 -0.34 0.285

Subject taught
General education 12.3 10.4 1.9 0.07 0.818
Mathematics 87.7 89.6 -1.9 -0.07 0.818

Characteristics of placement schools
School size and type

Total enrollment 637.7 728.8 -91.1 -0.34 0.301
Title I school (%) 100.0 100.0 0.0 0.00 N/A
Magnet school (%) 35.0 36.8 -1.8 -0.04 0.908
Charter school (%) 6.3 2.1 4.3 0.27 0.403

Staffing
First-year teachers at the school (%) 45.7 40.2 5.5 0.30 0.344
Teacher absences (% with 10 or more per year) 47.8 48.4 -0.6 -0.04 0.902
Certified (%) 95.4 97.8 -2.4 ** -0.66 0.021

School location (%)
Urban 61.8 59.8 2.0 0.04 0.872
Suburban 38.2 40.2 -2.0 -0.04 0.872

(continued)

Appendix Table G.7

Characteristics of the First-Year Teaching Placements of the 2016 Cohort (Program) 
and 2015 Cohort (Baseline), Value-Added Sample (Mathematics)
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2016 2015 Estimated Effect
Placement Characteristic Cohort Cohort Difference Size P-Value

Characteristics of students in placement schools (%)
Chronically absent students (%) 0.8 1.1 -0.3 -0.34 0.207

Students retained (%) 3.3 3.2 0.2 0.08 0.822

Students with 1 or more  in-school suspensions (%) 15.7 15.9 -0.2 -0.02 0.949

Students with 1 or more out-of-school suspensions (%) 16.0 16.1 -0.1 -0.01 0.979

Free or reduced price lunch students (%) 81.7 84.2 -2.5 -0.14 0.640

Students with English as a second language (%) 9.6 12.9 -3.4 -0.36 0.202

Students with an Individualized Education Plan (%) 12.2 12.8 -0.6 -0.12 0.720

Racial/ethnic composition of students (%)
Hispanic 19.3 27.1 -7.8 -0.42 0.128
Black 71.3 62.5 8.7 0.42 0.192
White 7.2 8.9 -1.7 -0.18 0.415
Asian 1.2 1.5 -0.3 -0.16 0.604
Other 1.9 2.2 -0.3 -0.15 0.347

Female students (%) 48.5 47.7 0.7 0.22 0.455

Number of regions 3 3
Number of corps members 20 19

Appendix Table G.7 (continued)

NOTES: A cohort is defined as a group of TFA Corps Members (CMs) who joined TFA and attended the summer institute the same year. The 
2016 cohort of CMs joined TFA when the  redesigned summer institute was launched in summer 2016. The 2015 cohort joined TFA before the 
launch of the new summer training. The number of CMs represents the total number of CMs in each cohort. CMs' characteristics are measured 
during the application process to TFA. The values in the columns "2016 Cohort" and "2015 Cohort" are observed means. Values in the "Effect 
Size" column are the estimated difference divided by the standard deviation for the pooled sample (2015 and 2016 cohorts). Rounding may 
cause slight discrepancies in calculating sums and differences. 

A two-tailed t-test was applied to estimated deviations and estimated differences between program regions and comparison regions. The 
statistical significance of estimated differences is indicated as follows: *** = 1 percent; ** = 5 percent; * = 10 percent. 
.   
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Appendix Figure G.1
Trends in English Laguage Arts Value-Added Scores, Florida Program Regions
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Appendix Figure G.2
Trends in Mathematics Value-Added Scores, Florida Program Regions
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