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1Government-funded training programs can be divided into voluntary and mandatory programs. Voluntary
programs for the disadvantaged are for individuals who meet certain criteria relating to need or economic
disadvantageness and are seeking jobs or to upgrade their skills.  Mandatory programs, which are mainly aimed at
welfare recipients, require participation in exchange for benefits.  As discussed in Friedlander, et al. (1997), findings
for these two types of programs cannot be readily compared. The present study examines only voluntary programs.

2 For example, see LaLonde, 1995; Friedlander, et al., 1997; Heckman, et al., 1999.
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EXECUTIVE SUMMARY

This report synthesizes the effects of 31 evaluations of 15 voluntary government training

programs for the disadvantaged that operated in the United States between 1964 and 1998.1  The 15

programs were quite diverse.  They used different types of training, including structured job search,

remedial education, classroom vocational or skills training, on-the-job training (OJT), and subsidized

employment in the public or private sector.  Some of the programs were national in scope, but others were

limited to specific geographical areas.  Some were based on random assignment, but other evaluation

designs were also used.

This study uses meta-analysis, a technique that statistically synthesizes diverse studies.   Meta-

analysis provides information that cannot be found in individual evaluations or in other types of

syntheses.  At best, individual evaluations indicate whether particular programs “worked,” but they

provide very limited information on why they were effective, for whom they were most effective, and the

economic conditions under which they were most effective.  Syntheses that have not used meta-analysis

have focused more on the overall effectiveness of the programs than on the factors that cause one

program to be more effective than another.2  The objective of the research described in the report is to

explore which training types are most effective, the sorts of people for whom they are most effective, and

the circumstances under which they are most effective.

The main findings of the study include the following.

! The programs were most effective for women, only modestly effective for men, and

generally ineffective for youth.  The average effect of the programs was more than $1,400 for

women (in 1999 dollars), about $300 for men, and close to zero for youth. Even for women,
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where the average effect is sizable, there were few individual cases where the effects were large. 

The vast majority of evaluation estimates for women indicate that government-funded training

programs have increased earnings by less than $2,000 a year.

! In general, classroom skills training was found to be effective, but basic education was not. 

For purposes of the meta-analysis, we classified training into one of six categories: classroom

skills training, basic education, a mix of classroom skills training and basic education, OJT (on-

the-job training), subsidized work, and a mix of classroom and workplace training.  For women,

all types of training other than basic education were about equally effective.  For youth, only

classroom skills training appeared to be effective.  For men, it was difficult to draw firm

conclusions about which types of training were effective or ineffective because the estimated

effects of different training types varied considerably with demographic and economic

circumstances of the trainees.

! Among similar programs for men and women, more expensive programs were not more

effective than less expensive programs, but they may have been more effective for youth. 

One possible explanation for this finding is that more expensive programs were inefficiently run

and did not provide better services for their participants.

! The effects of the programs do not appear to deteriorate over time, at least in the short

term.  In contrast to other research, we found little evidence that the effects of training on the

earnings of adults diminished over time once participants left the programs.  In fact, in the year or

two after training, the effects of the programs appeared to increase for adults.  However, we

observed the effects of training for a maximum of five years after the training was completed.

! Recent programs do not appear to be more effective than earlier programs.  Although the

United States has more than three decades of experience in running training programs, we find no

evidence that voluntary training programs for the disadvantaged have become more effective over

time in increasing earnings.
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! Higher unemployment rates seem to decrease the effectiveness of training for youths. 

However, unemployment rates do not appear to be related to training effects for women, and the

effect for men are unclear.

! Training seems less effective for white men and white youth than for non-white and racially

mixed groups.  One possible explanation for this finding is that white workers face fewer

employment barriers and, hence, can more readily find jobs on their own without the aid of

training.  For women, the effects of the programs were about the same for different racial groups.
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A Meta-Analysis of Government Sponsored Training Programs

1. Introduction

Since the 1960s, federal and state governments have funded training programs aimed at

increasing the earnings of low-income individuals who have ended their formal education.  They have

envisioned these programs as tools for combating unemployment and poverty and, more recently, as

integral to increasing the earnings of government transfer program recipients and, thereby, decreasing

their benefit payments.  Evaluations of the effectiveness of government funded training programs for the

disadvantaged have been accumulating for more than three decades.

The objective of the research described in this report is to increase knowledge of the types of

government training programs for the disadvantaged that are most effective, the sorts of persons for

whom they are most effective, and the circumstances under which they are most effective.  As explained

below, this will be done primarily by using a well established set of formal statistical techniques known

as meta-analysis to exploit variations in findings from evaluations of training programs that have

estimated the effects of these programs on earnings.  There have been few previous attempts to do this. 

At best, individual evaluations of training programs indicate whether the particular program under

investigation “works”– for example, whether the program increases the earnings of those who participated

in it.  Individually, the evaluations provide very limited or no information on program features that are

especially effective, the types of individuals that benefit most by participating in training programs, or

whether economic conditions such as the level of unemployment influence program success.

Recent summaries of government-sponsored training program focus more on the overall

effectiveness of the programs (for example, see LaLonde, 1995; Friedlander, Greenberg, and Robins,

1997; Heckman, LaLonde, and Smith, 1999) than on factors that cause one program to be more effective

than another.  For example, Friedlander, Greenberg, and Robins (1997) conclude that, while the evidence

is unclear for men, previous evaluations indicate that government training programs result in modest



1Greenberg, Meyer, Michalopoulos, and Wiseman (2001) use the tools of meta-analysis to demonstrate this
point more rigorously.
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positive effects on the earnings of adult women (especially welfare recipients), but fail to produce positive

earnings effects for youths.  Other summaries of the evidence from evaluations draw similar conclusions. 

The summaries also document that findings for all three groups have varied considerably across different

evaluations, suggesting that some training programs are more successful than others, but do not probe

deeply as to the reasons why.

Hence, it is evident that government training programs are often, but not always, effective in

increasing earnings.  Moreover, when they are effective, they are more successful in some instances than

in others.  Little is known, however, about why this is the case.  This is not to say that there have been no

attempts to explain why the findings from evaluations of government-funded training program vary. 

There have been, but they usually have been somewhat ad hoc in nature and their conclusions may

therefore be suspect.  More specifically, they rarely used formal statistical procedures to explain

differences among findings, depending instead on searching for patterns in the impacts measured for

different programs that are somehow related to ways in which the programs vary from one another in

other respects – for example, in terms of the characteristics of the evaluated programs, the characteristics

of the participants, or labor market conditions.  While conclusions drawn from this approach are often

plausible and intriguing, there is no firm basis for determining whether or not they are accurate because

formal statistical tests are not conducted of whether the potential explanatory variables are, in fact, related

to the observed variation in the estimated program effects.  Thus, any conclusions based on this approach

are problematic.1

For policy purposes, it would be extremely useful to know whether variations in estimates of

program effects on earnings are attributable to differences in the services that program participants

received, differences in the economic environments in which the programs operated, variation in the

characteristics of the participants themselves, or some other factor such as the methods used to obtain the



2Government funded training programs can be loosely divided into voluntary programs and mandatory
programs.  Participants in voluntary programs for the disadvantaged are individuals who meet certain criteria relating
to need or economic disadvantageness and are seeking jobs or to upgrade their skills.  Mandatory programs, which
are mainly aimed at welfare recipients, require participation in exchange for benefits.  For reasons discussed in
Friedlander, Greenberg, and Robins (1997), evaluation findings for these two types of programs cannot be readily
compared.  Thus, the present study examines only voluntary programs.
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estimates of program earnings effects.  The study described in this report uses meta-analysis, which relies

on statistical techniques to synthesize research findings across evaluations, to examine this topic

systematically.

The meta-analysis is based on 31 studies of 15 voluntary government training programs for the

disadvantaged that operated between 1964 and 1998 in the United States.2  The components of these

programs varied, but consisted of one or more of the following: remedial education, classroom vocational

or skills training, on-the-job training (OJT), and subsidized employment in the public or private sector. 

Most of the programs also offered structured job-search, but this was always combined with one of the

other program components.  Some of the evaluated training programs were national in scope, but others

were limited to specific geographical areas.  Some of the evaluations were based on random assignment,

but other (non-experimental) evaluation designs were also used.  Following the lead of most training

program evaluations, adult men, adult women, and youths (both boys and girls) are analyzed separately in

this study.

Specifically, this study addresses the following questions:

• Do the estimates of the effects of government funded training programs on earnings differ
statistically between men and women and between youths and adults?   Should these groups be
analyzed separately?

• Are estimated program effects on the earnings of adult men, adult women, and youths that are
averaged over all evaluations of voluntary training programs positive and statistically significant
for each of these groups?

• Do more expensive training programs, as measured by cost per program participant, result in
larger effects on earning than less expensive programs? 

• Do effects on earnings differ among programs providing different combinations of services?  For
example, does classroom training appear to be more or less effective than on-the-job training?
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• Are training program effects on earnings larger or smaller for some groups (for example, white
participants) than for other groups (participants from minority groups)?

• Are program effects on earnings influenced by labor market conditions, as indicated, for example,
by unemployment rates or the percentage of the work force in the manufacturing sector?

• Do the effects of training programs on earnings change over time after participants leave the
programs (for example, are program earnings effects smaller the third year after completing the
training than during the second year)?

• Do program earnings estimates that are based on random assignment experimental evaluation
designs differ from those that are based on non-experimental designs?  For example, do they tend
to be larger or smaller?  Do they tend to vary more or less from one another?

• Have training programs in recent years been more successful in increasing the earnings of
participants than older training programs?  In other words, has something been learned over time
about how to run more successful government funded training programs?

The remainder of this report is divided into five major sections.  Section 2 presents additional

information about meta-analysis and discusses how it can be used to address the questions listed above. 

Section 3 describes the data used in the analysis.  Section 4 presents descriptive statistics on the sample of

evaluations used in the meta-analysis.  Section 5 describes the statistical model used in the meta-analysis. 

Section 6 presents the study’s findings.  Section 6 examines the sensitivity of the findings to extreme

values of the training effects.  The final section summarizes the findings, discusses limitations of the

analysis, and draws some policy conclusions.

2. Meta-Analysis

As discussed above, determining why findings from evaluations of government funded training

programs vary can provide important information about the types of training programs that are most

effective, and the types of persons for whom and the labor market conditions under which they are most

effective.  Meta-analysis allows one to determine whether the variation in findings from evaluations of

government training programs is statistically significant and, if it is, attempts to determine the causes of

this variation – for example, whether it is due to differences in the level of program expenditures, the mix



3An approach that shares important features with meta-analysis, hierarchical linear analysis, has very
recently been used to analyze a subset of mandatory welfare-to-work programs (see Bloom, Hill, and Riccio, 2001). 
In addition, the Centre for Research in Social Policy at Loughborough University in England is currently conducting
a meta-analysis of U.S. mandatory welfare-to-work programs.  Perhaps, the earliest discussion of applying meta-
analysis techniques to synthesizing evaluations of government funded training programs was Greenberg and
Wiseman (1990).  

4Much of the work on the first two of these steps was conducted with the late Daniel Friedlander, as part of
an extension of earlier work summarizing evaluations of government funded training programs (see Friedlander,
Greenberg, and Robins, 1997).  We are indebted to Daniel Friedlander for his contribution to this study.
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of program participants, economic conditions in the places and the time periods in which the evaluations

took place, the type of services provided by the programs, or in the methodologies used in the

evaluations.  It can also determine whether the findings vary because of an unobserved component and

whether this unobserved component is due to sampling error (the fact that the underlying evaluations are

derived from samples that vary in size across evaluations) or unmeasured factors (sometimes called

structural error or random effects error).  Meta-analysis consists of procedures for extracting findings and

other information from empirical research studies and other pertinent sources, assembling this information

into a data base, and then analyzing these data using modifications of standard statistical methods.  Good

descriptions of meta-analysis are available in Hedges (1984, 1992), Cohen (1988), Rosenthal (1991),

Hunter and Schmidt (1990), Cooper and Hedges (1994), and Lipsey and Wilson (2001).

The procedures used in meta-analysis are well developed, but until recently have not been applied

to government training programs.3  They have been, however, used extensively in numerous other areas

of research including medicine, psychology, education, and criminal justice.  Descriptions of recent

applications in other contexts can be found in Jarrell (1990), Hedges, Laine, and Greenwald (1994), Hunt

(1997), and several chapters of Cook .et al. (1992).  

Previous meta-analyses have followed a number of distinct and somewhat similar steps, although

the exact steps depended on the objectives of the particular study and the nature of the data being used. 

The specific steps followed in this study, most of which are described in some detail in the following

sections of this report, are listed below:4:



5In some cases, the studies only reported whether estimated program effects exceeded the 1-, 5-, or 10-
percent level of statistical significance and not the standard errors of the estimated program effects.  In these cases,
as discussed later, we imputed values of standard errors using the effect estimate and its level of statistical
significance.
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• Reports were obtained for all the evaluations of voluntary government-funded training programs
of which we were aware.

• The key information from the reports, including estimates of program effects on the earnings of
participants, was extracted and incorporated into a data base for use in the statistical analysis.

• Information on environmental characteristics (e.g., unemployment rates, percentage of work force
in manufacturing, and AFDC payment levels) pertaining to the area where the programs were
conducted was extracted from government data sources and added to the data base.

• The Gross Domestic Product chain-type price index, which is published by the U.S. Department
of Commerce, was used to adjust all the monetary figures in the data base to 1999 dollars.

• The mean values of the earnings effect estimates for the training program evaluations in the data
base were calculated separately for adult males, adult females, and youths.  In addition, measures
were constructed that indicate the extent to which program effect estimates vary across studies
(the standard deviation of the earnings effect estimates).  It is standard practice in meta-analysis
to use the inverse of the variance of each of the earnings effect estimates as part of a weight in
computing mean effects.  From the earnings effect estimates and their standard errors, we also
determined the level of statistical significance of each of the earnings effect estimates, as well as
the statistical significance of the mean effects.5  This is useful because some individual
evaluations of training programs have found positive effects on earnings and others have found
negative effects and both the positive and negative effects have sometimes been statistically
insignificant (see Friedlander, Greenberg, and Robins, 1997).  Hence, it is important to determine
whether a statistically significant effect exists after pooling across a large number of studies, and,
if it does, whether this effect is positive or negative.

• The key step in this study was to use our data base to estimate a weighted multivariate regression
model that allowed us to examine the influence of individual covariates on the earnings estimates,
while holding other variables constant (see below for a precise description of the regression
model used).

As indicated in the last two steps listed above, statistical computations in meta-analysis rely on

weights that are usually based on the variance of the estimates of program effects.  The reason for doing

this is intuitive.  In program evaluations, estimates of program effects are obtained by using samples from

the program’s target population.  A subset of persons from this population who participate in the program

are compared to a subset of persons from the same population who do not participate.  As a result of

sampling from the target population, the program effect estimates are subject to sampling error.  The



6Using the inverse of the variance of the program effect estimates as weights in weighted least squares
regressions is also an appropriate adjustment for heteroscedasticity, which may occur when different observations in
regressions are based on samples of different sizes.

7

variance of an estimated effect (which typically becomes smaller as the size of the underlying sample

increases) indicates the size of this sampling error.  In general, a smaller variance implies a smaller

sampling error and, hence, that an effect estimate is statistically more reliable.  Because all estimates of

program effects are not equally reliable, they should not be treated the same.  By using the inverse of the

variance of the effect estimates as a weight, estimates that are obtained from larger samples and,

therefore, are more reliable contribute more to various statistical analyses than estimates that are less

reliable.6

Additionally, meta-analysis accounts for errors due to unmeasured factors.  It is virtually

impossible to measure all of the underlying factors contributing to variation in program effects across

studies.  Meta-analysis hypothesizes a “random effects” error in addition to a “sampling error” and, as

discussed later, offers a number of alternative procedures to incorporate the random effects error into the

estimation of mean effects.

3. Data

a. The Sample of Studies

As previously indicated, we have conducted an exhaustive review of every evaluation of

voluntary government training programs conducted since 1964 that we could locate.  In many meta-

analyses, there is a concern with “publication bias,” the possibility of overlooking pertinent studies

(especially those with statistically insignificant effects) that have not been published in refereed journals

or commercially published books.  For at least two reasons, this is less of a concern for a meta-analysis of

evaluations government funded training programs, even though many of the relevant studies have not

been published in journals.  First, most of the studies have been funded, and hence publicized, by

government agencies.  Second, many of the evaluations can be initially identified through citations in
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various review articles.

A number of studies of voluntary training programs that we uncovered, especially those dating

from the 1960s and early 1970s, are nonetheless excluded from our meta-analysis.  Many of these studies

do not provide estimates of program effects on earnings.  In some other studies that do provide earnings

effect estimates, the estimates are unreliable; for example, they are based on simple before and after

comparisons or rely on comparisons that are likely to be highly biased, such as comparisons between a

program group of persons completing a program and a control group of  program “no shows” or dropouts. 

In addition, one study (Finifter, 1987) did not provide the information needed to determine the variance of

the earnings effect estimates, which, as noted earlier, is necessary for deriving appropriate weights.

In all, usable information from 31 studies of 15 voluntary training programs were obtained for the

meta-analysis data base.  Two of these studies (Kiefer, 1979 and Gay and Borus, 1980) each evaluated

four separate programs, while the rest evaluated only a single program.  Additionally, most of the studies

separately estimated program effects on earnings for several different subgroups and for several different

years after participants had left the programs, and several of the studies provide separate effect estimates

for program participants at different locations.  As a result, the total number of program effect estimates is

much larger than 31.

Table 1 provides summary information on the training programs and evaluations included in the

meta-analysis.  The table classifies each program by whether it was national in scope or a demonstration

program in a particular geographic area, the years over which the program operated (not necessarily the

years covered by the evaluations), the demographic groups targeted, the principal program activities,7 the

major evaluation studies of the program, and the evaluation method used (experimental or non-

experimental).

b. The Measure of Program Effects



Table 1
Training Pr ogram Evaluation Studies

Voluntary Programs

Program
Scope of
Program

Years of
Operation Target Group Main Activitiesc Evaluation Study

Method of
Evaluation

MDTA

 NYC

JOBS68

JC

S-D 

CETA

SW

HHA

TOPS

NJGD

MFSP

ET

JS

NC

JTPA

NAT

NAT

DEMa

NAT

DEM

NAT

DEM

DEM

DEM

DEM

DEM

DEMb

DEM

DEM

NAT

1962-1973

1964-1973

1967-1973

1964-present

1971-1978

1973-1983

1975-1978

1983-1986

1983-1986

1984-1987

1982-1987

1983-1989

1985-1988

1989-1992

1983-present

Disadvantaged adults and youth

Disadvantaged youth

Disadvantaged adults

Disadvantaged youth

Low income adults

Disadvantaged adults and youth

Long-term AFDC recipients,
ex-addicts, ex-offenders, high

school dropouts

AFDC recipients

AFDC recipients

AFDC recipients

Low -income minority single
mothers

AFDC recipients

High school dropouts

AFDC high school dropouts

Disadvantaged adults and youth

CT, OJT

CT, PWE

OJT

CT, PWE

CT

CT,  OJT,  PWE,  PSE

PWE with training

PWE with training

OJT, UWE

OJT

CT, OJT

CT, UWE d

CT

CT, PWE,  UWE

CT, OJT

Ashenfelter (1978), Cooley et al.
(1979), Kiefer (1978, 1979),  Gay and

Borus (1980), Bloom (1984)

Kiefer (1979),
Gay and Borus (1980)

Kiefer (1979),
Gay and Borus (1980)

Cain (1968), Gay and
Borus (1980),  Kiefer (1979),  Mallar

et al. (1982)
Schochet, Burghar dt, and Glazer man

(2000)

Dickinson and West (1983)

Westat (1984),
Ashenfelter and Card (1985),

Bassi (1983, 1984), Bloom (1987),
Bryant and Rupp (1987), Dickinson
et al. (1984, 1986,  1987a, 1987b)

Hollister, Kemper, and Maynard
(1984), Couch (1992)

Bell and Orr (1994)

Auspos, Cave,  and Long (1988)

Freedman,  Bryant, and Cave (1988)

Burghardt et al. (1992)
Zambrowski et al. (1983)

Nightingale et al. (1991)

Cave et al. (1993)

Quint et al. (1994)

Orr et al.   (1996)

NXL

NXL

NXL

NXL

XL

XL

NXL

XL

XL

XL

XL

XL

NXL

XL

XL

XL

aJOBS68 was a national program but is classified as a demonstration because it was short-lived and featured only a single training activity.
bET was a state-run version of a national program but is classified as a demonstration because its research interest lies mainly in the large scale of its voluntary approach to

training for welfare recipients.
cMost programs with training components also provided assistance with job search.
dOther services  were also prov ided including job development and college assistance.

Key: MDTA = Manpower Development and Training Act;  NYC= Neighborhood Youth C orps;  JOBS68= Job Opportunities in the Business Sector ; JC= Job Corps Pr ogram;  S-
D =  Seattle-Denver Income Maintenance Experiment; CETA= Comprehensive Employment and Training Act; SW= National Supported Work Demonstration;
HHA= AFDC Homemaker-Home Health Aide Demonstrations; T OPS= Maine Training Opportunities in the Private Sector Program;  NJGD= New Jersey Grant Diversion
Project; MFSP= Minority Female Single Parent Demonstration; ET= Massachusetts Employment and Training Choices Program; JS= JOBSTART Demonstration;
NC= New Chance Demonstration; JTPA= Job Training Partnership Act; N AT= national; DEM= special demonstration; AFDC= Aid to Families with Dependent
Children; CT= classroom training (basic education and occupational skills training); OJT= on-the-job training; UWE= unpaid work experience; PWE= paid work
experience; NXL= nonexperimental; XL= experimental.



8One of the studies listed in Table 1, Orr et al. (1996), computed two alternative sets of earnings effects
estimates for a single program (JTPA).  Both sets provided separate estimates for four groups: adult men, adult
women, male youths, and female youths.  The first set provided separate estimates for each of the sites included in
the study – 16 for adult men and women and 15 for male and female youths.  The second set was based on samples
that were pooled across the individual study sites.  However, unlike the site-specific results, separate estimates were
obtained for subgroups of individuals, including three training categories (classroom training, on-the-job training,
and other types of training), whether or not the trainee was a welfare recipients (adult females only) and whether or
not the trainee had been arrested prior to random assignment (male youths only).  In our preliminary statistical work,
we obtained similar findings regardless of whether the site-specific or the subgroup set of estimates were used. 
Thus, to minimize the number of results we present in this report, all the findings are based on only the subgroup set
of estimates.
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As previously indicated, the measure of training program effects – the dependent variable  in the

meta-analysis – is the effect on earnings.8   Thus, the estimated effects on earnings were extracted from

each of the evaluation reports listed in Table 1 for each year for which they were available.  In most

studies, annual effects were available, but when they were not (for example, quarterly or semi-annual

effects were reported), we converted them to annual equivalents.  The number of post-training years over

which the earnings effects were estimated varies substantially among the evaluations, but is typically

between one and three years and is as much as five years for a few evaluations.  In addition, the level of

statistical significance of each estimated effect and (when it was available) the sample size on which each

estimate was based were also extracted from the evaluation reports.

Training programs may, of course, potentially affect numerous outcomes in addition to earnings,

including employment status, welfare and unemployment compensation payments, crime rates, feelings of

satisfaction, and so-forth.  We focus on earnings effects because a major objective of all government-

sponsored training programs is to increase the earnings of participants.  Consequently, earnings effects are

estimated in many more evaluations of training programs than are other program effects.  Moreover,

estimates of earnings effects are measured in the same metric, dollars, and, hence, are readily pooled

across evaluations, although there are issues concerning appropriate adjustments for inflation over time

and cost of living differences across study sites.

As discussed above, the variance of each estimate training program earnings effects is required

for weighting the individual studies.  Many evaluations of training programs report exact measures of the
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statistical significance of the earnings effect estimates (for example, standard errors, t-values, or p-values)

that can be readily converted into the required variance measure.  Unfortunately, however, some of the

evaluations do not report this information.  Instead, they merely indicate whether the earnings effect

estimate exceeds the 1-percent, 5 percent, or 10 percent levels of statistical significance.  In these

instances, it was necessary to impute the variance of the earnings effect estimate on the basis of the

reported statistical significance level.

These imputations were based on assuming that the p-value of the estimated earnings effect was

located at the midpoint of the possible range.  Thus, for example, it was assumed that if the level of

statistical significance was reported to exceed the 5 percent level but not the 1-percent level, the p-value

equaled .03 (the midpoint between .01 and .05).  Similarly, if the level of statistical significance exceeded

1-percent, it was assumed that p = .005 (the midpoint between zero and .01); if the level of statistical

significance exceeded 10 percent but not the 5 percent level, it was assumed that p = .075 (the midpoint

between .05 and .1); and finally if the earnings effect estimate was not statistically significant, it was

assumed that p = .3 (the midpoint between .1 and .5).

c. The Explanatory Variables

A number of variables are used to try to explain variation in program earnings effect estimates. 

In describing these variables, we suggest possible hypotheses about how some of them might have

influenced the effect of voluntary government funded training programs on earnings.  With the exception

of information on program cost, which could not be obtained for a few of the programs, data were

available to construct the explanatory variables for all of the programs listed in Table 1.  The data

required to construct all the explanatory variables other than those pertaining to area economic conditions

were extracted directly from the evaluation studies listed in Table 1.  As described below, the data needed

to construct measures of area economic conditions were obtained  from reports published by the federal

government. 
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Program Characteristics.

Each of the programs listed in Table 1 offered a unique set of services to those who were

enrolled.  Moreover, different enrollees in a given program received different amounts of each of the

provided services.  Indeed, individual enrollees often received only a subset of the provided services.  In

principle, if we had the necessary data on individual program enrollees, we could measure the amount of

each service that each received.  However, we do not have data at the individual enrollee level, but only at

the program level or, in the case of some programs, for subgroups of enrollees who received different

combinations of services.  Thus, the measures of program characteristics that we were able to construct

are far from ideal.  Nonetheless, they do capture some of the basic differences among training programs.

To develop our key measure of program characteristics, we first made a basic distinction between

classroom training and training that occurs at the workplace.  We then defined three categories of

classroom training, consisting of basic education, classroom skills training, and a combination of basic

education and skills training (“CT + basic ed”) and two categories of workplace training, consisting of on-

the-job training (OJT) and subsidized work (which is sometimes called “paid work experience”).  A sixth

category was added for programs that provide both classroom training and workplace training.  For

purposes of the meta-analysis, each of the earnings effect estimates was assigned to one of the six training

types.  A set of six dummy variables, each representing one of the training categories, is used in the

regression analysis to examine how different types of training influence the effect of government-funded

training programs on earnings (not all groups utilized all six types).  We had no prior expectations about

which types of training would be relatively more effective in increasing earnings and which would be

relatively less effective.

Different training type categories may really represent different training programs.  That is,

programs that offer a particular type of training may be more or less successful in increasing the earnings

of participants than programs that offer other types of training, but for reasons other than the type of

training they provide (for example, they may be well or poorly administered).  To control for this



9The quality and completeness of cost information varies considerably across the programs listed in Table
1.  To construct the cost measure, we attempted, whenever possible, to obtain net administrative cost per participant
(excluding opportunity costs to trainees), subtracting out training costs expended on comparison group members. 
Such estimates represent the additional real resources consumed by the program.  Net cost estimates, however, are
often not available in the studies that used a non-experimental methodology.  Moreover, for some kinds of training
(primarily paid work experience), we often could not remove payments to participants from the published cost
estimates.

10Some of the evaluation reports for the remaining programs that are listed in Table 1 also do not provide
estimates of program costs.  However, these programs were all subjected to two or more evaluations, at least one of
which does provide cost information.  As a result, we have at least one cost estimate for each of them.
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possibility, we constructed a set of dummy variables that indicates the training program to which each

earnings effect estimates pertains.  This set of variables is used in combination with the type of training

variables in two of the regressions that we estimated.

Some types of training are likely to be more expensive than other types of training. 

Consequently, it is possible that certain types of training are more successful in increasing earnings than

other types because more resources are spent in providing them.  To control for this possibility in

examining the effects of different types of training, and also to learn something about the relation between

program cost and program effectiveness, we constructed a variable that  measures the program cost per

participant.9  We anticipated that, after controlling for other factors, such as type of training, more costly

programs would be more successful in increasing the earnings of participants than less costly programs. 

Unfortunately, program cost per participant is not available for adults for the Job Opportunities in the

Business Sector (JOBS68) program and for youth for both the CETA and Neighborhood Youth Corps

(NYC) programs.10  To deal with this problem in the regression analysis, we set program cost to zero for

these programs and included a dummy variable equaling one for these programs and zero for the

remaining programs.

Program Enrollee Characteristics.

Unfortunately, the evaluation studies listed in Table 1 do not provide a consistent set of measures

of the characteristics of program enrollees (e.g., average age, average educational achievement, and

marital status).  However, many of the studies (but not all) estimated separate program earnings effects



11In most instances, earnings effect estimates for black, Hispanic, or Asian program participants, or a mix of
persons from these groups, are treated as pertaining to trainees from a “minority” group.  However, a few evaluation
studies distinguish between black and non-black enrollees, rather than white and minority enrollees.  In these cases,
earnings effect estimates for the non-black group, which may include some Hispanics and Asians, were treated as
pertaining to “white” trainees. 
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for white and minority group enrollees.  In addition, the studies of youth enrollees usually estimated

separate earnings effects for boys and girls.  Thus, a set of three dummy variables was constructed

indicating whether each earnings effect estimate pertains to white trainees, non-white trainees, or a mixed

group of both white and non-white trainees.11  In addition, a second set of three dummy variables was

constructed indicating whether each of the earnings effect estimates for youths pertains to boys, girls, or a

trainee group that includes both boys and girls.  Although we did not have prior expectations as to

whether training programs for youths are more effective for boys or for girls, two opposing hypothesis

about the relation relationship between race and training program effects on earnings can be formulated. 

On the one hand, because white training program enrollees tend to have higher levels of formal education,

to live in neighborhoods that are more accessible to jobs, and to be less subject to discrimination than

program enrollees from non-white groups, program earnings effects could be larger for white enrollees

than for racially mixed groups of enrollees but smaller for minority enrollees.  On the other hand, white

workers may be better able to succeed in the labor market on their own without the aid of training than

non-white workers.  If so, program effects on earnings will be larger for non-whites than for racially

mixed groups and smaller for whites.

Area Economic Conditions.

The effects of government funded training programs on earnings are likely to be influenced by

the economic conditions that prevailed at the times and places the training took place.  The evaluations

that we use in the meta-analysis measured the effects of training programs on earnings under a wide

variety of economic conditions.  Although each individual study estimated training effects over only a

few years, taken together, they cover a time span of more than three decades. Moreover, although some of
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the evaluations examined the effects of training on a nationally representative sample of trainees, most

were limited to measuring training effects in one or more specific local communities, and these

communities differed across studies.

We use three variables to investigate the influence of economic conditions on training program

earnings effects at the time and at the place each effect of training on earnings was estimated:  the

unemployment rate, the percent of the workforce in manufacturing, and (for women only) the maximum

AFDC payment for a family of three.

In theory, the unemployment rate could be either positively or negatively related to the effect of

training programs on earnings.  On the one hand, if the unemployment rate is low, then those who receive

training may readily find jobs, but so may similar persons who did not receive training; however, those

who receive training may enjoy a competitive advantage over similar persons who did not when the

unemployment rate is high and jobs are difficult to find.  If so, the relationship between the

unemployment rate and the earnings effect would be positive.  On the other hand, training may only be

helpful if unemployment is low and the program can help prepare individuals for the relatively large

number of available jobs; if unemployment is high, it may be very difficult for trainees, as well as other

workers, to obtain a job, and the effects of training on earnings may be negligible.  Consequently, the

relationship would be negative.

We anticipated that the percentage of the workforce in manufacturing is positively related to the

effects of training programs on earnings.  Traditionally, manufacturing jobs pay low-skilled workers

higher wages and are otherwise more attractive than jobs in the service industry.  Thus, a proportionately

high number of jobs in manufacturing should serve both to motivate low-skilled persons to seek training

and employment and to reward them with higher earnings once they find a job.

We obtained the data on unemployment rates and the percentage of the workforce in

manufacturing for the dates and locations we required from a variety of U.S. government publications

such as the Monthly Labor Review, Employment and Earnings, the Economic Report of the President, and
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County Data Patterns and from the U.S. Bureau of Labor Statistics’ web page at http://www.bls.gov/. 

Many of the estimates of program earnings effects that we use in the meta-analysis pertain to trainees in

two or more local communities.  In such instances, values for the unemployment rate and the percentage

of the workforce in manufacturing were obtained for each site and a weighted average was computed,

with the percentage of the evaluation sample contributed by each site used as weights.

Because each of the program earnings effect estimates are for a particular age and gender group

and often for a specific racial group, the unemployment rate variable that we constructed is also age-,

gender-, and race-specific.  However, although national unemployment rates are available by age, gender,

and race, local unemployment rates are usually only reported for the entire local labor force.  Thus, to

obtain age-, gender-, and race-specific local unemployment rates, each reported local unemployment rate

was multiplied by the ratio of the national unemployment rate for the group of interest to the overall

national unemployment rate.

AFDC payments might influence the size of the earnings effect for women.  For purposes of this

study, we use the maximum AFDC payment for a family of three in the state in which the training took

place.  Information on this variable was obtained from various issues of The Green Book, which is

produced annually by the staff of the Committee on Ways and Means of the U.S. House of

Representatives and available on the web at http://aspe.hhs.gov/20000gb/index.htm.

In principle, the maximum AFDC payment for which a family of three is eligible may be either

positively or negatively related to the effect of training on the earnings of adult women.  On the one hand,

AFDC is a potential alternative to work for single parents.  Hence, generous AFDC payments may reduce

the incentive of some adult women to seek training and jobs and, consequently, could reduce the

effectiveness of training programs.  On the other hand, more generous AFDC payments tend to be found

in wealthier, higher wage states; and training may have larger effects on earnings in such states.

Evaluation Method.

As indicated in Table 1, some of the earnings effect estimates that are used in the meta-analysis
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are based on a random assignment methodology, while others were obtained by using non-experimental

methods.  Non-experimental methods produced a number of estimates that were much more negative than

any of the estimates produced by the experimental methods and numerous others that were much more

positive, suggesting that the use of non-experimental methods can result in substantial estimation errors. 

To control for this possibility in the regressions analysis,  we use a dummy variable that is set equal to

one for studies that used an experimental evaluation design and zero for studies that used a non-

experimental design.  We did not have prior expectations about whether the relation between this variable

and training program effects on earnings is positive or negative.

Years Since Training.

Most of the studies listed in Table 1 measured program effects on earning for the first, second,

and/or third year after the training was received.  However, a few studies measured these effects during

the fourth and even the fifth post-training year.  Thus, a variable was constructed equaling one for

program earnings effect estimates that pertain to the first post-training year, two for earnings effect

estimates that pertain to the second post-training year, and so forth.

This “years since training” variable is used to test two polar opposite hypotheses about how the

effects of government funded training programs change over time.   The first hypothesis is based on the

frequent suggestion that although such programs may initially give workers who participate a competitive

advantage in the labor market, this advantage will diminish over time as similar workers who did not

receive the training catch up.  The second and contrary hypothesis is based on the possibility that training

may open doors that allow participants to obtain additional training after they leave the program and take

a job.  Consequently, the program’s effects on earnings will grow over time.  If the first of these

hypotheses is valid, the years since training variable will be negatively related to the earnings effect

estimates, but if the second hypothesis is correct, it will be positively related.

Calendar Year of Training.

The earliest year in which any of the program enrollees included in the studies listed in Table 1
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received training was 1964.  We constructed a simple time trend variable that equals one for training

received in 1964, two for training received in 1965, three for training received in 1966, and so forth.  The

purpose of this variable is to test whether government funded training programs have improved over time

because more has been learned about running them.  If so, the relation between the year of training

variable and the earnings effect estimates should be positive.

4. Descriptive Statistics of the Sample

As we have indicated, our sample contains estimated training effects from 31 studies of 15

voluntary programs that ran in the United States between 1964 and 1998.  Because two of the studies

(Kiefer, 1978 and Gay and Borus, 1980) each evaluate 4 programs, we have 37 separate evaluations of 15

programs.

Many of the studies produced estimates for different population groups (men, women, youth,

black, white, welfare, non-welfare, etc.) and different time periods after training (between one and five

post-training years).  In total, there are 315 estimates, 83 for men, 133 for women, and 99 for youth.  The

number of estimates for each study is reported in Table 2.

All but 4 of the studies listed in Table 2 produced more than one estimate.  Kiefer (1979)

produced the most estimates, with 48 (15 percent of the sample), while the average the number of

estimates per study is just over 10 (315/31).  Seventeen studies produce estimates for men, averaging just

under 5 estimates per study, 23 studies produce estimates for women, averaging just under 6 estimates per

study (133/23), and 15 studies produce estimates for youth, averaging just over 6.5 estimates per study

(99/15)

Figure 1 presents histograms of the estimated earnings effects for the three major population

groups (men, women, and youth).  Figure 1 also shows the mean (unweighted), the standard error of the

estimated mean (unweighted), the standard deviation (unweighted), the median, the minimum, and the

maximum.



Study Men Women Youth Total

Ashenfelter (1978) 10 10 0 20
Ashenfelter and Card (1985) 1 1 0 2
Auspos et al. (1988) 0 2 0 2
Bassi (1983) 6 12 0 18
Bassi (1984) 4 4 6 14
Bell and Orr (1994) 0 14 0 14
Bloom (1984) 10 10 0 20
Bloom (1987) 3 3 0 6
Bryant and Rupp (1987) 6 6 3 15
Burghardt et al. (1992) 0 8 0 8
Cain (1968) 0 0 1 1
Cave et al. (1993) 0 0 9 9
Cooley (1979) 3 3 0 6
Couch (1992) 0 5 5 10
Dickinson and West (1983) 2 4 0 6
Dickinson et al. (1984) 0 0 9 9
Dickinson et al. (1986) 3 3 0 6
Dickinson et al. (1987a) 3 3 0 6
Dickinson et al. (1987b) 0 0 2 2
Freedman et al. (1988) 0 2 0 2
Gay and Borus (1980) 4 4 8 16
Hollister et al. (1984) 4 1 2 7
Kiefer (1978) 2 0 0 2
Kiefer (1979) 12 12 24 48
Mallar et al. (1982) 0 0 12 12
Nightingale et al. (1991) 0 7 0 7
Orr et al. (1996) 6 12 12 30
Quint et al. (1994) 0 0 1 1
Schochet et al. (2000) 0 0 2 2
Westat (1984) 4 6 3 13
Zambrowski and Gordon (1993) 0 1 0 1

Total 83 133 99 315

Table 2
Number of Estimates by Study



Figure 1
Histograms of Training Effects by Group
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12For example, six of the studies evaluated the CETA program.  Because all of the CETA evaluations were
non-experimental, the methodologies used by the authors differed across the studies and the estimates for a particular
population group vary considerably.  For a discussion of the CETA evaluations, see Barnow (1987).
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As the histograms indicate, there is considerable variation in the estimated training effects.  Some

of this variation is undoubtedly due to differences in the programs, but some may  also be due to

differences among the population groups studied, the time periods studied, economic conditions in the

places in which the studied programs were located, and the methodologies used to evaluate specific

programs.12  In addition, as will be discussed in detail below, some of the variation is due to sampling

error and some is due to random error arising from unmeasurable factors.

Among the three groups, women have by far the highest mean training effect of $1,417, which is

statistically significant at the 1-percent level.   Men have a mean effect of $318, which is statistically

significant at the 5 percent level, and youth have a negative mean effect of -$92, which is not statistically

different from zero.  For all groups, the median is fairly close to the mean, indicating that the distributions

are fairly symmetrical.  Thus, the implication is that training works best for women, works modestly well

for men, and is ineffective for youth.

In addition to being most effective for women, the distribution of training effects is also

narrowest for women, with a standard deviation of $1,104 and a range from -$1,229 to $4,690.  The

distribution is most spread out for youth, with a standard deviation of $1,659 and a range from -$4,622 to

$4,165.  Thus, while training appears ineffective for youth, there is also great uncertainty associated with

this conclusion.

Table 3 presents the mean earnings effect for each training program, along with a percentage

breakdown of the sample by training program.  For men, the estimated effects vary from a low of -$1,805

for SIME/DIME (statistically significant at the 10 percent level) to a high of $1,310 for Supported Work

(statistically significant at the 10 percent level).  Almost 80 percent of the estimates are for the MDTA

and CETA programs, with MDTA having an average effect of $642 (statistically significant at the 1-



Fraction Fraction Fraction
Mean of Sample Mean of Sample Mean of Sample

Overall Mean 318 ** 1.00 1417 *** 1.00 -92  1.00
(152) (120) (139)

Mean by program
MDTA 642 *** 0.40 2159 *** 0.23 --  --

(236) (176)
SIME/DIME -1805 * 0.02 525  0.03 --  --

(960) (489)
SupportedWork 1310 * 0.05 860 ** 0.05 28  0.07

(679) (399) (607)
CETA 6  0.36 1346 *** 0.29 698 ** 0.23

(248) (159) (335)
JOBS68 -149  0.10 2069 *** 0.06 --  --

(480) (346)
JTPA 761  0.07 1179 *** 0.09 -357  0.12

(554) (282) (464)
Massachusetts ET --  -- 501  0.05 --  --

(370)
Home Health Aide --  -- 1558 *** 0.11 --  --

(261)
NJ OJT --  -- 1088  0.02 --  --

(692)
Maine TOPS --  -- 1077  0.02 --  --

(692)
MFSP --  -- 309  0.07 --  --

(326)
Job Corps --  -- --  -- -221  0.31

(289)
NYC/OS --  -- --  -- -1055 *** 0.16

(402)
Jobstart --  -- --  -- 332  0.09

(536)
New Chance --  -- --  -- -308  0.01

(1607)

F statistic for differences in programs 2.41 4.60 2.09
p-level for F-test 0.044 0.000 0.062

Total Sample Size 83 133 99

Note:  Standard erors in parentheses.
* Significant at 10% level.  **Significant at 5% level.  ***Significant at 1% level.

Table 3
Unweighted Mean Effects of Training by Program and Group

Men Women Youth
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percent level) and CETA an average effect of $6 (not statistically significant).  For women, the estimates

vary from a low of $309 for MFSP (not statistically significant) to a high of $2,159 for MDTA

(statistically significant at the 1-percent level).  About half of the estimates for women are for the MDTA

and CETA programs and in both cases the effects are fairly large and statistically significant at the 1-

percent level.  For youth, the estimates vary from a low of -$1,055 for NYC/OS (statistically significant at

the 1-percent level) to a high of $698 for CETA (statistically significant at the 5 percent level).  About a

third of the estimates for youth are for the CETA program and about a fourth are for the Job Corps

program.

The F-test that is reported at the bottom of Table 3 indicates that, for all three groups, we can

reject the hypothesis that the effects are the same for each program.   The test is only marginally rejected

for youth (p-level=.062), moderately rejected for men (p-level=.044), and strongly rejected for women (p

level=.000).  Thus, based on these tests, we conclude that some of the variation in the effects is due to

differences in the programs.  In what follows, we specify a statistical model that attempts to isolate some

of the factors responsible for the differences across programs.

5. A Model Explaining Variation in Training Effects

In meta-analysis, two types of statistical models have been used to isolate the effects of various

factors that cause program effects to vary across studies.  These models have been termed “fixed effect”

and “random effects” models, although as will be discussed below, the latter is really a generalization of

the former and is more appropriately termed a “mixed effect” model.

Both the fixed and random effects models take into account the fact that the individual underlying

earnings effect estimates are based on different sample sizes, and hence have different levels of statistical

precision.  As previously suggested, it would not make sense to weigh two studies equally that produce

estimates having very different levels of statistical precision.  For example, suppose one study produced

an estimated effect of a particular training program of $5,000, but this estimate was very imprecise and



13The remainder of this section is drawn from Raudenbush (1994).
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not statistically significant because of a small sample size of, say, only 500 persons. Suppose another

study produced an estimated effect of $1,000 for the same program, but was very precisely estimated

because of a much larger sample of, say, 4,500 persons.  If we did not take into account the sample sizes,

we would conclude that the average effect of the program was $3,000 (the unweighted mean of the

estimates produced by the two studies).  However, the average effect is probably closer to $1,000 because

of the total sample used in the two studies (5,000), 90 percent was from the latter study.

In order to account for sampling variation across studies, the following statistical model is

specified:13

(1)     Ti = T*
i  + ei, where

Ti is the estimated training program effect, T*
i  is the “true” training program effect (obtained if the entire

target population was evaluated), and ei is the error due to estimation on a sample smaller than the

population.  It is assumed that ei has a mean of zero and a variance of vi.

In order to provide an estimate of the mean effect that takes into account the fact that vi varies

across studies (that is, vi is smaller for studies with larger samples), a weighted mean can be calculated,

with the weight being the inverse of the vi, 1/vi.  If sampling variation is the only source of variation in

the training program effects, weighting in this manner produces the most precise estimate of the mean

program effect.

Using the estimated variances from each study produces a weighted mean estimate of $471 for

men (compared to an unweighted mean of $318), a weighted mean estimate of $832 for women

(compared to an unweighted mean of $1,417), and a weighted mean of -$28 for youth (compared to an

unweighted mean of -$92).   Thus, except for women, the weighted means are close to the unweighted

means.  The weighted mean is statistically different from zero at the 1-percent level for men and women

and is not statistically significant for youth.



14Theoretically, it might be possible to collect information on many of the factors seem unmeasurable. 
However, most studies of training programs do not produce a consistent set of information on program practices and
other difficult to measure factors.  The most ambitious attempt to collect such factors is described in the study by
Bloom, Hill, and Riccio (2001).  However, this study is unique in that all of the underlying evaluations were
performed by the same organization (MDRC) and utilized a common set of survey instruments.
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Sampling variation is not the only source of variation in estimates across studies, however.  There

are two other sources of variation that are taken into account in meta-analysis studies.  One source has to

do with the fact that the estimates are produced for different programs, over different time periods, for

different population groups, in different locations, and so forth.  The other results because there are

unmeasurable factors that cause variation in program effects.  These could be related to staff attitudes

toward training participants and other features of the program or environment that are inherently

unmeasurable.14

Each of these sources of variation may be identified by extending the model described by

equation (1) in the following way:

(2)     T*
i  = $0 + $1X1 + $2X2 + $3X3 + .......$pXp + ui,

where $0 is the model intercept, the Xs are observed characteristics of the studies that cause variation in

the true program effects T*
i  , the $s are coefficients representing the marginal effects of the characteristics

on the true program effect, and ui is a random error term with variance F2, representing unmeasured

factors causing variation in program effects.  Equation (2) is sometimes termed a “structural” model in the

meta-analysis literature.

Together, equations (1) and (2) constitute a statistical model of the variation in program effects. 

Substituting equation (2) into equation (1) yields the mixed effect model we estimate:

(3)     Ti = $0 + $1X1 + $2X2 + $3X3 + .......$pXp + ei +  ui.

In equation (3), there are three potential sources of variation in Ti  – sampling error (the ei),

observed characteristics of the studies (the Xs), and random error (the ui).  If the $s are not zero, but ui is

identically zero for all studies, then the model is referred to as a “fixed effects” model.  In the fixed effect



15The MSR is calculated by dividing the residual sum of squares by the number of degrees of freedom in the
regression, which is the number of observations (n) minus the number of $s estimated in the model (p+1). 
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model, there are two sources of variation in the estimated program effects – sampling error and variation

in observed characteristics.  The weight used in estimating the fixed effects model is the inverse of the

sampling variance (1/vi), because the only source of variation in the estimates, other than the Xs, is the

sampling variance.  If the $s are not zero and ui, as well as ei, varies across studies, then the model is

referred to as a “mixed effects” model.  In the mixed effects model, there are three sources of variation in

the estimated program effects – sampling error, variation in observed characteristics, and random error

caused by variation in unobserved characteristics.  The weight used in estimating the mixed effects model

is the inverse of the sum of the sampling error plus the random effects error (1/[vi + F2]).   Clearly, the

fixed effects model is a special case of the mixed effects model.  It is possible to test statistically for the

significance of the fixed and random effects.

To estimate the mixed effects model, an estimate of F2 is obviously needed.  Raudenbush (1994)

describes a variety of procedures for estimating the model, including method of moments estimators and

maximum likelihood estimators.  One procedure, based on a method of moments estimator, involves the

following steps.  First, equation (2) is estimated using ordinary least squares (OLS).  Then, the mean

square residual variance from the regression is used to calculate an estimate of F2, based on the following

formula:

(4)     F^ 2  = MSR - k/(n-p-1),

where MSR is the mean square residual from the OLS regression15 and k is a constant given by the

following formula (see Raudenbush, 1994, p. 319):

(5)     k = Evi - trace[XrVX(XrX)-1],

where the boldface refers to matrix notation for the vector of p explanatory variables (the Xi) and the n

sampling variances (the vi), and trace is the sum of the diagonal elements of the resulting matrix. 

Essentially, the estimate of F2 is based on the total residual variance from the OLS regression less an



16An alternative to using the standard errors to weight the observations is to use the sample sizes (there is a
correspondence between the standard error and the sample size).  However, sample sizes were frequently missing for
the studies we use and, even when the total sample size (including both the trainees and the comparison groups) was
provided, sample sizes for the trainee sample were often not available.

17We had to impute standard errors for 71 of the 315 cases (23 percent of the sample).  The standard error
was missing 17 times for men (20 percent of the sample), 22 times for women (17 percent of the sample), and 32 
times for youth (32 percent of the sample).
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adjustment term based on a weighted average of the sampling errors (vi) for each observation.  After

obtaining the estimate of F2, the model is re-estimated by weighted least squares, using 1/[F^ 2 + vi] as

weights.

Using the estimated variances (vi) from each study and the method of moments estimator of F2

described by equations (4) and (5) as weights produces a mixed effect estimate of $337 for men

(compared to a fixed effect mean of $471), a mixed effect estimate of $1,422 for women (compared to a

fixed effect mean of $832), and a mixed effect mean of -$27 for youth (compared to a fixed effect mean

of -$28).  Thus, for men and women, the mixed effect means differ from the fixed effect means (but are

similar to the unweighted means), while for youth, the mixed effect mean is virtually identical to the fixed

effect mean.  The mixed effect mean is statistically significant at the 1-percent level for men and women,

but is not statistically significant for youth.

In addition to the fixed and mixed effects models, there is a third model, called the “unweighted

model,” in which it is assumed that there is no variation in the vi across studies.  If all studies have the

same sample sizes, then the unweighted model is appropriate and can be estimated by a simple ordinary

least squares regression of the program effects on the observed characteristics.  Of course, if standard

errors of the program effects are not available for the studies, the unweighted model must be used.16 

Sometimes, however, the unweighted model is appropriate if there is uncertainty about the accuracy of

the estimated standard errors from the underlying studies.  For example, as discussed earlier, we had to

impute standard errors for some of the studies in our sample because the authors provided only broad

significance levels (10 percent, 5 percent, 1-percent, or not significant).17   Furthermore, and perhaps most



18The significance level was above 10 percent in 43 of the 71 cases in which a standard error was imputed
(14 percent of the total sample).

19The test for the mixed effect model is a test of the hypothesis that sigma-square is zero.  The test statistic
is given by Q=Ewi(Ti - $0 - $1X1 - $2X2 -.....$pXp)2, where wi = 1/vi.  This statistic is approximately distributed as chi-
square, with n-p-1 degrees of freedom.
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importantly, when it is only known that the estimate is not statistically significant, there is considerable

uncertainty in estimating the standard error because the true significance level lies between 10 percent

and 100 percent.18

For completeness, we estimated all three models (the unweighted, fixed effects, and mixed

models).  Using the test suggested by Raudenbush (1992, p. 314), the unweighted and fixed effect models

were emphatically rejected in favor of the mixed model for almost every model specification for all three

groups.19  Accordingly, in the tables that follow, we only present results from the mixed model.  

However, the reader should be aware that the test favoring the mixed model is based on the assumption

that the standard errors derived from the studies are accurate.  In the appendix, we present the full set of

estimates for all three models.

6. Results

The model given by equation (3) is estimated separately for men, women, and youth, using the set

of covariates defined earlier.  Table 4 presents separately for men, women, and youths the means and

standard deviations of these covariates in our sample of studies.  Most of the earnings estimates are for

either non-white trainees or a mixed group of white and non-white trainees (70 percent for men, 76

percent for women, and 79 percent for youth).  In addition, most of the estimates are non-experimental

(86 percent for men, 63 percent for women, and 69 percent for youth).  The average unweighted

unemployment rate in the study sites was 5.5% for men, 6.9% for women, and 22.3% for youth.  A bit

under one-quarter of the workforce in the labor markets in which the programs operated were employed

in manufacturing.  The average earnings effect is for training that occurred about two years earlier.  The



Men (N=83) Women (N=133) Youth (N=99)

Training Type
Classroom skills training 0.51 0.38 0.07
   (0.50) (0.49) (0.26)
Basic education 0.00 0.02 0.00

(0.00) (0.15) (0.00)
CT+Basic ed 0.00 0.03 0.01

(0.00) (0.17) (0.10)
OJT 0.18 0.14 0.07

(0.39) (0.35) (0.26)
Subsidized work 0.11 0.13 0.16

(0.31) (0.34) (0.37)
Mix of classrooom and workplace 0.20 0.29 0.69
  training (0.41) (0.46) (0.47)

1=female youth 0.00 0.00 0.47
(0.00) (0.00) (0.50)

1=males and female youth combined 0.00 0.00 0.08
(0.00) (0.00) (0.27)

1=Experimental dummy 0.14 0.37 0.31
(0.35) (0.48) (0.47)

1=Whitea 0.30 0.24 0.21
(0.46) (0.43) (0.41)

1=Nonwhitea 0.40 0.31 0.23
(0.49) (0.46) (0.42)

Unemployment rate (%) 5.55 6.95 22.27
(2.47) (2.47) (9.28)

Unemployment rate squared 36.80 54.35 581.29
(31.80) (37.62) (518.51)

Percent manufacturing employment 24.77 23.07 21.04
(3.31) (4.97) (4.10)

Years since training 2.17 1.99 2.01
(1.05) (1.00) (0.93)

Year of training (1964=0) 7.90 11.76 12.37
(6.60) (7.64) (7.46)

Program costb 7,080 6,591 8,782
(3,573) (3,690) (4,031)

1=Program cost missing 0.10 0.06 0.42
(0.30) (0.24) (0.50)

Programc

1=MDTA 0.40 0.23 0.00
(0.49) (0.42) (0.00)

1=SIME/DIME 0.02 0.03 0.00
(0.15) (0.17) (0.00)

1=SupportedWork 0.05 0.05 0.07
(0.22) (0.21) (0.26)

1=CETA 0.36 0.29 0.23
(0.48) (0.45) (0.42)

1=JOBS68 0.10 0.06 0.00
(0.30) (0.24) (0.00)

1=JTPA 0.07 0.09 0.12
(0.26) (0.29) (0.33)

1=Massachusetts ET 0.00 0.05 0.00
(0.00) (0.22) (0.00)

1=Home Health Aide 0.00 0.11 0.00
(0.00) (0.31) (0.00)

1=NJ OJT 0.00 0.02 0.00
(0.00) (0.12) (0.00)

1=Maine TOPS 0.00 0.02 0.00
(0.00) (0.12) (0.00)

1=MFSP 0.00 0.07 0.00
(0.00) (0.25) (0.00)

1=Job Corps 0.00 0.00 0.31
(0.00) (0.00) (0.47)

1=NYC/OS 0.00 0.00 0.16
(0.00) (0.00) (0.37)

1=Jobstart 0.00 0.00 0.09
(0.00) (0.00) (0.29)

1=New Chance 0.00 0.00 0.01
(0.00) (0.00) (0.10)

aOmitted category is mixed race/ethnicity.
bAverage program cost is given over non-missing values.
cTotals within groups may not add to one because of rounding.

Table 4
Unweighted Means and Standard Deviations of Covariates



20An additional specification was estimated that included dummy variables for each of the programs. 
However, due to high collinearity with the other covariates, the coefficients were very imprecisely estimated and the
results were largely uninformative.  Table A-1 of the appendix presents unweighted, fixed, and mixed effects
estimates of a model including only the program variables.  Additionally, we examined several models that
interacted the training types with other covariates (such as the unemployment rate), but again the results were
difficult to interpret because of multicollinearity problems.

21The higher this percentage, the closer the estimates will tend to be to the unweighted estimates and the
lower this percentage, the closer the estimate will be to the fixed effects estimates. 

22The p-level is based on an unweighted OLS regression.
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unweighted average program cost (in 1999 dollars) was $7,080 for men, $6,591 for women, and $8,782

for youth.  Thus, the largest earnings effects were for the group having the lowest average cost (women)

and the smallest earnings effects were for the group having the largest average cost (youth).

Because of the large number of covariates in the model, we introduce them sequentially in the

following order: (1) training type, (2) whether the evaluation was a randomized experiment, (3)

race/ethnicity, (4) the unemployment rate and its square, (5) the percent of the local labor force that is in

the manufacturing sector, (6) years since the training occurred, (7) the calendar year of the training, and

finally (8) program cost.20  All covariates except the training types and years since training are centered

about their means in the sample to help make the results readily interpretable.  The training types are

simply dummy variables for each training type.  Years since training is centered around 1.

Tables 5 - 7 present the results for men, women, and youth, respectively.  The tables report the

marginal effects for each of the 8 models estimated, their standard errors, and their level of statistical

significance.  Also presented is the proportion of the total estimated variance of the error term that is due

to the random error component (F2/v*, where v* is the total estimated error variance F2 + v)21, the

percentage of the total variance from the regression that is explained by the covariates (1 - [v*/s2], where

s2 is the total variance from the regression), and the probability level (p-level) for the statistical

significance of the covariates.22

Because all the covariates used to obtain the estimates in Tables 5 - 7 except training type and

years since training are centered around the sample means, the coefficients on the training types can be



23The persons who receive one particular type of training may well differ from those who receive some
other type of training.  Thus, the coefficient on a particular training type indicates whether that type of training is
effective for a typical individual who receives it, but a comparison of the coefficients on different training types do
not necessarily indicate that one type of training would be superior to another for the same individual. 
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interpreted as mean program effects for the average person in each type of training, a year after the

training took place.23  The overall mean training effect for each group is a weighted average of the effects

of the individual training types, where the weights are the percentage of observations in each training-

type category.  As indicated in Table 4, over half of the earnings estimates for men and almost two-fifths

of the estimates for women are for classroom skills training, while over two-thirds of the estimates for

youth pertain to a mix of classroom and workplace training.

a. Men

Of the three groups we examined, the findings for men tend to be the least robust and the most

difficult to interpret, possibly because the number of observations for men is also the smallest.  In Models

1 through 3 in Table 5, the most effective type of training for men appears to be classroom skills training. 

In Model 1, for instance, the effect of classroom skills training is $581.  However,  as indicated by the

high p-level, which appears at the bottom of Table 5, this effect is not significantly different from the

effect of the other training types.  Indeed, once the unemployment rate is taken into account in Model 4,

the effect of classroom skills training becomes small and statistically insignificant.  However, the effects

of both OJT and mixed classroom and workplace training become positive and statistically significant in

Model 4.  Subsidized work appears quite ineffective for men.  In fact, it exerts a statistically significant

negative effect on earnings in Models 4 through 7.

As additional covariates are added to the model in Table 5, the coefficients on the individual

training types change substantially.  As a result, we cannot draw firm conclusions about the effectiveness

of particular types of training for men.  However, because none of the coefficients on training types in

Table 5 exceeds $1,000, it is apparent that no type of training results in large positive effects on the

annual earnings of men.  This is, perhaps, not surprising, given the relatively modest overall effect of



1 2 3 4 5 6 7 8
Training Type

Classroom skills training 581 *** 652 *** 636 *** 227  71  26  24  131  
   (198) (205) (207) (189) (157) (206) (194) (404)
OJT 322  308  329  598 ** 874 *** 828 *** 848 *** 312  

(359) (361) (364) (301) (256) (290) (274) (436)
Subsidized work -171  -387  -277  -193  -771 ** -856 * -848 ** -961  

(460) (483) (512) (411) (361) (440) (415) (1267)
Mix of classroom and workplace 57  107  73  530 ** 766 *** 717 *** 582 * 465  
  training (273) (277) (282) (237) (187) (237) (336) (413)

Experimental dummy 755  975 * 1475 *** 1568 *** 1583 *** 1342 *** 1218 **
(479) (558) (467) (394) (396) (460) (616)

White 205  -775 * -851 ** -835 ** -700 * -684  
(465) (426) (338) (341) (400) (430)

Non-white 405  1217 *** -84  -222  -162  -326  
(443) (426) (453) (612) (590) (630)

Unemployment rate -1131 *** -168  -71  44  111  
(320) (293) (414) (402) (437)

Unemployment rate squared 61 *** 7  2  -6  -8  
(23) (19) (24) (23) (25)

Percent manufacturing employment 232 *** 247 *** 288 *** 384 ***
(59) (73) (107) (122)

Years since training 41  58  111  
(123) (121) (130)

Year of training 34  91  
(59) (74)

Program cost -0.004  
(0.135)

Program cost missing 976  
(647)

Percentage random variance (σ2/v*) 51.4% 51.9% 52.2% 33.9% 17.4% 17.5% 13.7% 16.4%
Percentage explained variance (1-[v*/s2]) 0.5% 0.1% 0.9% 29.3% 43.9% 44.2% 47.1% 46.2%
P-level for significance of covariates 0.598 0.620 0.675 0.000 0.000 0.000 0.000 0.000

Note:  Standard erors in parentheses.  All variables except training types and years since training are centered around the sample mean.
  Years since training is centered around 1.  P-level given is from unweighted model.
* Significant at 10% level.  **Significant at 5% level.  ***Significant at 1% level.

Table 5
Variation in Program Effects, Mixed Effects Model Results

Men
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training on men’s earnings mentioned earlier.  It is also clear from the negative coefficient on subsidized

work in Table 5 that this form of training is ineffective.  Hence, while it is not so clear which of the other

types of training are effective, they are clearly more effective than subsidized work.

A number of interesting findings emerge from examining the coefficients on the remaining

covariates reported in Table 5.  First, experimental studies tend to produce considerably larger earnings

effects for men than non-experimental studies.  This finding generally strengthens as additional covariates

are added to the model.  However, only 14-percent of our 83 observations for males were obtained from

experimental studies, and, as will be seen, a similar finding does not occur for either adult women or

youths.

Second, in Table 5, the effect of training on white men and on non-white men is implicitly

compared to training effects on an omitted category, a mixed group of white and non-white men. 

Although the non-white coefficient is not very robust to changes in model specification and, hence,

difficult to interpret, it seems clear that white men benefit less from training than the mixed and

(probably) non-white groups.  This effect tends to persist as other covariates are added.

Third, in Model 4, the unemployment rate appears to be nonlinearly related to the size of the

training effect, but the relationship largely disappears when the percent of employment in manufacturing

is added as a covariate in Model 5, probably because of collinearity between these two variables.  The

result in Model 4 indicates that the unemployment is negatively related to the training effect at low

unemployment rates, and at very high levels of unemployment becomes positively related to the training

effect.  The effect of the unemployment rate turns positive when the unemployment rate reaches about

14.8 percent, which is well outside the sample range for men (the maximum unemployment rate in the

men sample is 10.7 percent).  This means that the effect of training declines as unemployment rises, but

after reaching a threshold level of unemployment (14.8 percent in this case), the effect begins to rise. 

However, over the sample range, the effect declines with unemployment.  So, for example, in Model 4,

the effect of OJT goes from $598 at the mean unemployment rate (5.5 percent) to -$1,848 at an



24This finding is consistent with the finding of Bloom, Hill, and Riccio (2001).  They include only a linear
term in the unemployment rate and find that the effect of training declines monotonically as the unemployment rate
rises.

25An additional specification was estimated with years since training squared in addition to years since
training.  In this specification, the coefficient of the linear term was 478 and is statistically significant at the 5
percent level (standard error of 231).  The coefficient of the squared term was -136 and is also statistically
significant at the 5 percent level (standard error of 61).   This result implies that the training effects first increase
over time (for about the first two years) and then begin to decrease.  In further analyses not reported here, we found
that the training effects increased over time (from year-to-year) by about the same number of times it decreased.  If
we focus only on experimental studies, there is strong evidence of increasing training effects over time, while for
non-experimental studies there is no pattern in the training effects over time.
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unemployment rate of 8 percent.24

Fourth, the effect of training for men appears to be considerably higher in areas where there is

more manufacturing employment.  Model 8 implies, for example, that a one-percentage point increase in

manufacturing employment increases the effect of training by $384.  This effect is very robust to model

specification.  As will be seen, the percent of manufacturing employment does not exert a similar effect

on women or youths.  Perhaps, this is not surprising, as historically manufacturing has mainly provided

high wage jobs for adult men.

Fifth, there is evidence that training effects persist over time after the training has occurred and

possibly even increase somewhat.  Although the regression coefficient on time since training is not close

to being statistically significant in any of the models, its sign is always positive.25

Sixth, Models 7 and 8 in Table 5 indicate that there is no statistically significant difference

between the effects of more recent training programs, such as JTPA, and the effects of older training

programs, such as MDTA Supported Work, and CETA, suggesting that there has been little, if any

improvement in the operation of training programs for men over time.

Seventh, for men, there does not appear to be any relationship between the size of the training

effect and the cost of the training.

Finally, the estimates for men indicate that there is a substantial random component in explaining

variation in the effects of training.  In Model 1, for example, just over one-half the estimated error
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variance is due to the random component.  However, as might be expected, the random component

becomes less important as more covariates are added to the model.  In Model 7, for example, less than 20

percent of the error variance is due to the random component.  From Model 4 on, the covariates explain a

significant portion of the overall variation in the effects of training.

b. Women

The results for women, which are reported in Table 6, imply that there are clear differences across

the various training types that are very robust to model specification.  Four of the six training types are

quite effective.  Three of these training types – classroom skills training, OJT, and mixed classroom and

workplace training – lead to similar increases in earnings that are well above one thousand dollars per

year, while subsidized work results in somewhat smaller, but still substantial, increases.  Training

involving basic education, on the other hand, appears ineffective.  However, only 7 of the 133

observations for women were for this type of training.  Over 15 percent of the variation in the estimated

training effects are explained by differences in training types, but the low p-level in Model 1 indicates

that these differences are highly statistically significant.

Few of the other covariates appear to be significantly related to the training effect.  The

percentage of the variation explained by the covariates increases as more are added, but not greatly. 

Thus, for example, labor market conditions, as measured by the unemployment rate and the percentage of

the workforce in manufacturing, appear to have little influence on the extent to which training programs

increase the earnings of women.  The coefficients on these variables are usually small and never

statistically significant.  As noted earlier, we also examined whether the maximum AFDC payment for

which a family of three is eligible had any influence on the effect of training programs on women’s

earnings.  The coefficient on this variable (which is not shown in Table 6), while positive, was relatively

small and never approached conventional levels of statistical significance.  Similarly, there is no evidence

that more expensive training programs perform better for women than less expensive ones.  However, the



1 2 3 4 5 6 7 8
Training Type

Classroom skills training 1787 *** 1702 *** 1672 *** 1594 *** 1518 *** 1306 *** 1295 *** 1335 ***
   (128) (133) (132) (146) (152) (175) (172) (189)
Basic education -211  -120  -172  -223  -176  -196  62  66  

(501) (496) (494) (513) (511) (497) (495) (494)
CT+Basic ed -302  -59  -374  -428  308  247  -122  -283  

(497) (505) (537) (547) (708) (693) (695) (728)
OJT 1619 *** 1568 *** 1594 *** 1591 *** 1637 *** 1443 *** 1570 *** 1644 ***

(241) (240) (238) (242) (243) (252) (253) (325)
Subsidized work 816 *** 880 *** 1010 *** 1088 *** 1051 *** 811 *** 848 *** 784 ***

(228) (227) (234) (242) (242) (260) (255) (269)
Mix of classroom and workplace 1410 *** 1430 *** 1436 *** 1490 *** 1479 *** 1331 *** 1580 *** 1538 ***
  training (142) (140) (139) (145) (145) (154) (177) (186)

Experimental dummy -388 ** -104  -59  -43  -101  287  350  
(184) (224) (259) (258) (253) (287) (299)

White 539 ** 537 ** 353  244  -19  -33  
(248) (249) (272) (270) (281) (283)

Non-white 381 * 676 ** 430  253  216  277  
(230) (343) (374) (373) (365) (376)

Unemployment rate 58  -1  11  -176  -236  
(199) (202) (196) (204) (220)

Unemployment rate squared -8  -4  -3  6  9  
(13) (13) (13) (13) (14)

Percent manufacturing employment 42  37  -3  -7  
(26) (25) (29) (29)

Years since training 181 ** 96  97  
(80) (84) (84)

Year of training -60 *** -59 **
(22) (23)

Program cost 0.025  
(0.034)

Program cost missing -82  
(489)

Percentage random variance (σ2/v*) 56.2% 55.3% 54.6% 54.9% 54.5% 52.7% 51.2% 51.1%
Percentage explained variance (1-[v*/s2]) 17.6% 19.7% 21.8% 22.1% 23.1% 26.4% 29.1% 30.1%
P-level for significance of covariates 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Note:  Standard erors in parentheses.  All variables except training types and years since training are centered around the sample mean.
  Years since training is centered around 1.  P-level given is from unweighted model.
* Significant at 10% level.  **Significant at 5% level.  ***Significant at 1% level.

Table 6
Variation in Program Effects, Mixed Effects Model Results

Women
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lack of a negative coefficient on the time since training variable suggests that, as for men, the effects of

training persist for at least several years after the training is complete.  In fact, there is weak evidence that

they possibly increase, but this effect is statistically significant only in Model 6.  In contrast to the results

for men, there is also evidence that earlier training programs had larger effects than more recent

programs.

For every model estimated for women, the random component is at least half of the total error

variance.  This is in contrast to the results for men, where the random component declines in importance

as more covariates are added (recall that for men the random component declines to less than 20-percent

of the total error variance).  Thus, for women, a large part of the variation in training effects cannot be

explained by sampling error or observable variables.  However, as was shown earlier, there is less

variation in the overall distribution of training effects for women than for either men and youth, so in a

sense there is less to explain.

c. Youth

It was noted earlier that evidence from evaluations suggest that, overall, training programs for

youths have a negligible effect on their earnings.  As implied in Table 7, this is apparently because most

estimates of earnings effects for youths pertain to a mix of classroom and workplace training.  Such

estimates account for over two-third of our observations and imply that training programs are ineffective

for youths.  However, Table 7 suggests that certain types of training may be effective for youths. 

Specifically, and similarly to  women and to some extent men, classroom skills training seems to have a

positive payoff, increasing earnings by at least $1,500 (Models 1 - 7) and possibly by as much as $2,000

(Model 8).  Moreover, the coefficients on OJT and subsidized work are also positive, albeit usually fairly

small and almost always statistically insignificant, suggesting that these programs could be somewhat

effective. 

As mentioned earlier, there is considerably more variation in the estimated training effects for



1 2 3 4 5 6 7 8
Training Type

Classroom skills training 1547 *** 1524 *** 1430 *** 1581 *** 1563 *** 1634 *** 1599 *** 1954 ***
  (445) (455) (387) (355) (360) (362) (382) (377)
CT+Basic ed -377  -431  -537  -124  -141  -86  -115  -1006 *

(834) (862) (638) (521) (521) (518) (540) (498)

OJT 277  251  172  344  332  405  366  709  
(584) (593) (545) (524) (527) (529) (543) (539)

Subsidized work 75  58  -60  69  48  319  423  273  
(305) (313) (254) (231) (344) (392) (446) (417)

Mix of classroom and workplace -323  -327  -335 * -206  -207  -26  -19  -91  
  training (199) (200) (167) (152) (151) (195) (198) (186)

Female 69  77  92  -202  -194  -237  -261  -247  
(250) (253) (210) (203) (219) (220) (227) (212)

Males and females 201  217  173  -45  -29  -77  -225  -658  
(391) (398) (321) (293) (313) (313) (448) (425)

Experimental dummy 68  29  -40  -10  -48  -197  186  
(243) (243) (221) (288) (288) (413) (412)

White -1070 *** -1147 *** -1136 *** -1017 *** -993 *** -1279 ***
(305) (284) (313) (322) (335) (321)

Non-white 470  -239  -221  -404  -396  -458  
(288) (478) (497) (512) (520) (527)

Unemployment rate -232 *** -230 *** -219 *** -229 *** -255 ***
(67) (68) (68) (72) (68)

Unemployment rate squared 5 *** 5 *** 5 *** 5 *** 5 ***
(1) (1) (1) (1) (1)

Percent manufacturing employment 2  -8  0  -78 *
(40) (40) (46) (47)

Years since training -140  -130  -116  
(96) (101) (92)

Year of training 16  -13  
(37) (38)

Program cost 0.108 ***
(0.042)

Program cost missing 969 ***
(249)

Percentage random variance (σ2/v*) 24.8% 25.1% 14.6% 9.1% 8.4% 8.2% 8.7% 5.8%
Percentage explained variance (1-[v*/s2]) 11.7% 11.6% 23.1% 28.3% 29.2% 29.6% 29.5% 32.3%
P-level for significance of covariates 0.034 0.054 0.001 0.000 0.000 0.000 0.000 0.001

Note:  Standard erors in parentheses.  All variables except training types and years since training are centered around the sample mean.
  Years since training is centered around 1.  P-level given is from unweighted model.
* Significant at 10% level.  **Significant at 5% level.  ***Significant at 1% level.

Table 7
Variation in Program Effects, Mixed Effects Model Results

Youth
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youth than for mean and women.  Thus, as indicated in Table 7, several covariates in addition to training

type significantly contribute to explaining this variation.  For example, as in the case of men, training

appears less effective for whites than for non-whites or for the omitted mixed groups of whites and non-

whites.  Moreover, the coefficients for female youths and for the mixed group of male and female youths

are generally negative in the more elaborate model specifications, albeit not statistically significant,

suggesting that the payoff from training may be larger for male youths (the omitted group).

One reason government funded training programs for youths are often found to be ineffective is

because youth unemployment is usually relatively high.  The findings in Table 7 suggest that training

effects for youth are highly sensitive to the unemployment rate, an effect that is very robust to model

specification.  Training becomes increasingly less effective as unemployment increases, but then becomes

more effective, a pattern that is similar for men.  However, the upswing doesn’t occur until an

unemployment rate of about 45 percent, which is the maximum unemployment rate in the sample.  In

Model 4, for example, at the mean unemployment rate in the sample (22.3 percent), the average youth

enrolled in classroom skills training experienced an increase of $1,581 in annual earnings one year after

the training took place.  But at an unemployment rate of 30 percent, the effect is only $86, and it becomes

negative after that.

Not only are the effects of government training programs on the earnings of youths often found to

be negligible, or even detrimental, the negative (although statistically insignificant) coefficient on the

time since training variable suggest that whatever positive effects occur tend to diminish over time.  The

findings in Table 7 also indicate that there is no evidence that more recent training programs for youths

are any better than older programs.

In contrast to the findings for men and women, training effects on the earnings of youths appear

to increase with program cost.  For example, the results in Model 8 imply that a $1,000 increase in

program cost increases the effect of training by about $108.  This effect is statistically significant at the 1-

percent level.
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Finally, the random component is smaller for youth than for men and women, but as in the case of

men, the random component declines in importance as additional covariates are added to the model.  In

Model 1, the random component comprises about 40 percent of the total error variance, while in Model 8,

it comprises only about 18 percent of the total error variance.  Overall, the contribution of the covariates

is statistically significant in every model and they explain between 10 and 34 percent of the total variation

in the estimated training effects.

7. Sensitivity of Results

It is of interest to determine whether the results are sensitive to extreme values of the training

effects.  Table 8 reports estimates of Model 8 when the highest and lowest three training effect estimates

are excluded from the samples.  For comparison purposes, the full model results for Model 8 are also

reported in Table 8.

For the most part, the results are fairly robust to excluding the extreme values.  Although the 

magnitude of the coefficients change somewhat, their signs and levels of statistical significance are

generally similar.  However, a few of the coefficients change considerably, particularly for youth.  For

example, the coefficient for youth on “mix of classroom and workplace training” changes from -91 (not

statistically significant) to -543 (statistically significant) and the coefficient on “nonwhite” changes from -

458 (not statistically significant) to 2,754 (statistically significant).

8. Conclusions

This report has presented findings from an exploratory meta-analysis of evaluations of voluntary

government training programs for the disadvantaged.  Exploiting the fact that there are numerous

estimates of program effects on earnings and that there is considerable variation among them, we

examined the influence of a number of factors on the size of the earnings effects estimates.  Men, women,

and youths were studied separately.



Training Type
Classroom skills training 131 82 1335 *** 1272 *** 1954 *** 769 **
   (404) (363) (189) (163) (377) (322)
Basic education  --  -- 66 373  --  --

 --  -- (494) (496)  --  --
CT+Basic ed  --  -- -283 373 -1006 *  --

 --  -- (728) (652) (498)  --
OJT 312 258 1644 *** 1593 *** 709 -585

(436) (407) (325) (288) (539) (539)
Subsidized work -961 126 784 *** 1230 *** 273 277

(1267) (1126) (269) (242) (417) (324)
Mix of classroom and workplace 465 984 *** 1538 *** 1450 *** -91 -543 ***
  training (413) (384) (186) (160) (186) (148)

Female  --  --  --  -- -247 85
 --  --  --  -- (212) (166)

Males and females  --  --  --  -- -658 -610 *
 --  --  --  -- (425) (327)

Experimental dummy 1218 *** 950 * 350 -78 186 -615 *
(616) (559) (299) (267) (412) (347)

White -684 -937 *** -33 -3 -1279 *** -702 ***
(430) (366) (283) (248) (321) (180)

Non-white -326 -419 277 243 -458 2754 ***
(630) (535) (376) (327) (527) (405)

Unemployment rate 111 194 -236 -37 -255 *** -125 **
(437) (372) (220) (189) (068) (050)

Unemployment rate squared -8 -18 9 -2 5 *** 0.12
(25) (21) (14) (12) (001) (001)

Percent manufacturing employment 384 *** 224 * -7 25 -78 * 86 **
(122) (118) (29) (26) (047) (034)

Years since training 111 -4 97 45 -116 47
(130) (112) (84) (73) (092) (070)

Year of training 91 -5 -59 ** -38 * -13 131 ***
(74) (73) (23) (20) (038) (030)

Program cost -0.004 -0.085 0.025 -0.006 0.108 *** 0.139 ***
(0.135) (0.120) (.034) (.031) (.042) (.037)

Program cost missing 976 982 * -82 -77 969 *** -263
(647) (594) (489) (431) (249) (201)

Sample Size 83 77 133 127 99 93

Note:  Reduced sample excludes the three highest and three lowest impact estimates.
Standard erors in parentheses.  All variables except training types and years since training are centered around the sample mean.
  Years since training is centered around 1.  P-level given is from unweighted model.
* Significant at 10% level.  **Significant at 5% level.  ***Significant at 1% level.

Full Reduced
Sample Sample

Full Reduced
Sample Sample

Full
Sample

Reduced
Sample

Table 8

Men Women Youth

Sensitivity Tests for Model 8
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It is apparent from the findings that the factors explaining variations in earnings estimates differ

considerably among the three groups.  This is not surprising because the training effects also differ greatly

among the groups.  On average, the effects tend to be largest for women, quite modest for men, and

negligible for youths.  It is also not surprising that our findings are the most robust for women, the group

for whom we have the largest number of estimates of program earnings effects, and the least robust for

men, the group for whom we have the fewest estimates.

Somewhat discouragingly, although the United States has over three decades of experience in

running training programs, the evidence from our meta-analysis suggests that, in terms of improving the

earnings of participants, they have not become more effective over time.  The learning curve does indeed

appear to be steep!  Moreover, the effects are rarely found to be large.  Even for adult women, who,

according to program evaluations, are by far the most successful group of trainees, the vast majority of

estimates indicate that training programs increase earnings by less than $2,000 a year for a typical trainee

(see Figure 1).

A bit of good news from the meta-analysis is that, in contrast to frequent suggestions,  we found

no evidence that the effects of training on the earnings of adults diminish over time once participants

leave a program.  Indeed, there is some indication that earnings effects may even increase somewhat. 

However, we only observe the effects of training on earnings for a maximum of five years after the

training is completed.

The findings suggest, that except for youths, a more expensive training program is not necessarily

a superior one, in terms of increasing earnings.  Nonetheless, it is possible that, for a given level of

expenditure, certain types of training may be superior to others.  Thus, we put considerable effort into

developing a meaningful classification of the types of training represented by our sample of earnings

effect estimates.  Each measure of earnings effects was assigned to one of the following six categories:

classroom skills training, basic education, mixed classroom skills training and basic education, OJT,

subsidized work, and mixed classroom and workplace training.
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None of these categories were found to be consistently superior to the other five.  Although basic

education was represented by relatively few observations in our sample, the findings we have suggest that

it is ineffective.  On the more positive side, classroom skills training was almost always found to be

effective.

Looking separately at our three trainee groups, most types of training (with the possible exception

of basic education) seem to be effective and work equally well for women.  In contrast, only classroom

skills training appears to be effective for youth.  Firm conclusions cannot be drawn for men. 

Unfortunately, the findings for training type are simply not robust to specification changes for this group.

We found no evidence to support the hypothesis that a higher unemployment rate increases

training program effects on earnings, except possibly at very high levels of unemployment.  There is,

however, some evidence that supports the contrary hypothesis, at least over the range of unemployment

that we observe for our sample of earnings effect estimates.  This evidence is especially strong for youths.

Perhaps surprisingly, government funded training seems less effective for white men and white

youths than for non-white and racially mixed groups of men and youths.  One possible explanation for

this finding, which did not occur for women, is that white workers face fewer employment barriers and,

hence, can more readily find jobs on their own without the aid of training.

Meta-analysis is usually performed on fairly small samples of earnings effect estimates and this

study is no exception.  However, compared to many previous studies our samples are fairly large. 

Nonetheless, at least for youths, our results are somewhat sensitive to the exclusion of extreme values and

it is important for future meta-analyses of training programs to perform sensitivity tests of the findings.

Meta-analysis has the potential to synthesize systematically available information in a policy area

of interest, and thus facilitate the accumulation of knowledge in the area.  However, the ability to conduct

useful meta-analyses of evaluations of voluntary government training programs is greatly limited by the

lack of uniformity in current evaluation practices.  Although it is important that evaluators not be overly

constrained so that they have the opportunity to innovate, several fairly simple changes in future training
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program evaluations could considerably aid the cumulation of evidence concerning these programs.

First, and most simply, evaluation reports should provide exact standard errors or probability

values (p-values) for program effect estimates so that the weights needed for meta-analyses can be readily

computed.  Although many evaluation reports do provide the necessary information, some do not, and, in

these instances, it is necessary to impute standard errors.  Sometimes the imputations can be subject to

considerable error.

Second, more consistent reporting practices across evaluation studies would greatly facilitate

meta-analysis, and synthesis in general.  For example, it would be very helpful if all studies reported the

same key population characteristics (e.g., the average age of the sample population, the percentage with a

high school education, etc.).

Third, meta-analysis would be greatly facilitated if different training program evaluations

estimated program effects for a similar set of subgroups.  Possible candidates for separate analyses are

white and non-white trainees and trainees with and without a high school degree, but there are certainly

others as well.

Fourth, for purposes of the meta-analysis, we assigned training program effect estimates to six

different categories.  Unfortunately, two of these categories – mixed classroom skills training and basic

education and mixed classroom and workplace training – are so broad that they are not especially useful

for public policy purposes.  Nonetheless, they were necessitate by the nature of the earnings effect

estimates available from existing evaluation reports.  The mixed classroom and workplace training

category makes our findings for youths especially difficult to interpret, as it accounts for over two-thirds

of our observations for this group.  It would be useful for meta-analysis, as well as serve other purposes,

if evaluators could develop and agree upon a training program typology and then estimate separate

earnings effects for trainees falling into each of the resulting categories.



Overall Mean 318 ** 471 *** 337 *** 1417 *** 832 *** 1422 *** -92  -28  -27  
(152) (36) (130) (120) (22) (94) (139) (35) (124)

Number of observations 83 83 83 133 133 133 99 99

Mean by program
MDTA 642 *** 577 *** 652 *** 2159 *** 1907 *** 2185 *** n/a  n/a  n/a  

(236) (42) (217) (176) (46) (152)
SIME/DIME -1805 * -1891  -1881  525  470  480  n/a  n/a  n/a  

(960) (1948) (2085) (489) (829) (908)
SupportedWork 1310 * 705 * 1001  860 ** 591 *** 742 ** 28  137  117  

(679) (375) (703) (399) (171) (356) (607) (174) (388)
CETA 6  72  -79  1346 *** 1251 *** 1366 *** 698 ** 49  393 *

(248) (74) (225) (159) (48) (145) (335) (47) (238)
JOBS68 -149  932 *** 135  2069 *** 1878 *** 1934 *** n/a  n/a  n/a  

(480) (220) (481) (346) (183) (352)
JTPA 761  785 ** 770  1179 *** 887 *** 1065 *** -357  87  -166  

(554) (342) (546) (282) (158) (273) (464) (223) (358)
FIP n/a  n/a  n/a n/a  n/a  n/a  n/a  n/a  n/a  

Massachusetts ET n/a  n/a  n/a 501  81 ** 565 * n/a  n/a  n/a  
(370) (33) (308)

Home Health Aide n/a  n/a  n/a 1558 *** 902 *** 1344 *** n/a  n/a  n/a  
(261) (104) (245)

NJ OJT n/a  n/a  n/a 1088  1092 *** 1089 * n/a  n/a  n/a  
(692) (301) (601)

Maine TOPS n/a  n/a  n/a 1077  1213 ** 1150  n/a  n/a  n/a  
(692) (523) (750)

MFSP n/a  n/a  n/a 309  -72  201  n/a  n/a  n/a  
(326) (192) (325)

Job Corps n/a  n/a  n/a n/a  n/a  n/a  -221  -338  -283  
(289) (97) (223)

NYC/OS n/a  n/a  n/a n/a  n/a  n/a  -1055  -56  -495  
(402) (99) (311)

Jobstart n/a  n/a  n/a n/a  n/a  n/a  332  278  317  
(536) (181) (343)

New Chance n/a  n/a  n/a n/a  n/a  n/a  -308  -308  -308  
(1607) (131) (876)

Note:  Standard erors in parentheses.
* Significant at 10% level.  **Significant at 5% level.  ***Significant at 1% level.

Mixed
EffectsEffects Effects

Fixed
Effects UnweightedUnweighted

Fixed
Effects

Fixed
Effects
Mixed

Table A-1
Mean Effects of Training by Program and Group

Weighted

Unweighted

Women
Weighted Weighted

Men Youth

Mixed



Table A-2
Variation in Program Effects
All Model Specifications
Men

Training Type
  Classroom skills training 495 ** 568 *** 581 *** 515 ** 645 *** 652 *** 512 ** 794 *** 636 *** 157  562 *** 227  
      (220) (42) (198) (221) (56) (205) (223) (71) (207) (207) (91) (189)
  OJT 359  786 *** 322  363  798 *** 308  375  780 *** 329  808 ** 728 *** 598 **

(368) (183) (359) (369) (184) (361) (371) (184) (364) (324) (185) (301)
  Subsidized work -75  -161  -171  -194  -213  -387  -116  -353  -277  -14  -294  -193  

(475) (183) (460) (496) (185) (483) (513) (218) (512) (441) (219) (411)
  Mix of classroom and workplace 52  162 ** 57  63  233 *** 107  18  250 *** 73  459  480 *** 530 **
    training (346) (82) (273) (346) (89) (277) (351) (92) (282) (324) (104) (237)

Experimental dummy 396  549 ** 755  716  414  975 * 1638 *** 630 ** 1475 ***
(467) (270) (479) (578) (290) (558) (519) (295) (467)

White 264  -429 ** 205  -1125 ** -429 ** -775 *
(510) (192) (465) (500) (211) (426)

Non-white 537  -63  405  1416 *** 477 ** 1217 ***
(482) (192) (443) (513) (224) (426)

Unemployment rate -2102 *** -29  -1131 ***
(393) (113) (320)

Unemployment rate squared 132 *** -11  61 ***
(28) (8) (23)

Percent manufacturing employment 

Years since training

Year of training

Program cost

Program cost missing

Program
  SIME/DIME

  SupportedWork

  CETA

  JOBS68

Note:  Standard erors in parentheses.  All variables except training types and years since training are centered around the sample mean.  Years since training is centered around 1.

* Significant at 10% level.  **Significant at 5% level.  ***Significant at 1% level.

Mixed Effects Unweighted Fixed Effects Mixed EffectsFixed Effects Mixed Effects Unweighted Fixed EffectsUnweighted Fixed Effects Mixed Effects Unweighted
Weighted Weighted Weighted Weighted

Specification 1 Specification 2 Specification 3 Specification 4



Table A-2
Variation in Program Effects
All Model Specifications
Men (concl.)

Training
  Classroom skills training 143  106  71  -8  135  26  128  129  24  221  27  131  

(185) (108) (157) (254) (137) (206) (248) (137) (194) (472) (308) (404)
  OJT 1072 *** 1081 *** 874 *** 895 ** 1101 *** 828 *** 840 ** 1104 *** 848 *** 803 * 391  312  

(295) (191) (256) (360) (199) (290) (345) (199) (274) (458) (361) (436)
  Subsidized work -934 ** -677 *** -771 ** -1204 ** -625 ** -856 * -1228 ** -568 ** -848 ** -1506  241  -961  

(444) (224) (361) (542) (273) (440) (519) (280) (415) (1438) (937) (1267)
  Mix of classroom and workplace 748 ** 775 *** 766 *** 548  798 *** 717 *** 98  989 *** 582 * 58  1077 *** 465  
    training (296) (110) (187) (376) (130) (237) (394) (245) (336) (448) (307) (413)

Experimental dummy 2393 *** 965 *** 1568 *** 2425 *** 959 *** 1583 *** 2105 *** 1167 *** 1342 *** 2194 *** 731  1218 **
(493) (298) (394) (495) (299) (396) (488) (375) (460) (677) (466) (616)

White -1140 ** -879 *** -851 ** -1067 ** -886 *** -835 ** -556  -1041 *** -700 * -599  -995 *** -684  
(446) (219) (338) (455) (220) (341) (473) (277) (400) (507) (281) (430)

Non-white -389  -510 ** -84  -787  -408  -222  -196  -447  -162  -194  -652  -326  
(610) (256) (453) (764) (397) (612) (761) (399) (590) (795) (410) (630)

Unemployment rate -1013 ** 308 ** -168  -728  236  -71  -653  150  44  -690  309  111  
(427) (121) (293) (539) (246) (414) (516) (263) (402) (549) (271) (437)

Unemployment rate squared 80 *** -25 *** 7  66 ** -21  2  56 * -16  -6  59 * -24  -8  
(27) (8) (19) (32) (14) (24) (30) (15) (23) (32) (15) (25)

Percent manufacturing employment 354 *** 238 *** 232 *** 388 *** 226 *** 247 *** 502 *** 166 ** 288 *** 504 *** 234 *** 384 ***
(79) (30) (59) (88) (48) (73) (94) (81) (107) (100) (91) (122)

Years since training 153  -22  41  183  -55  58  182  -7  111  
(176) (64) (123) (169) (74) (121) (172) (77) (130)

Year of training 123 *** -43  34  131 ** -11  91  
(44) (47) (59) (55) (58) (74)

Program cost 0.032  -0.107  -0.004  
(0.156) (0.102) (0.135)

Program cost missing 140  1039 ** 976  
(681) (519) (647)

Program
  SIME/DIME

  SupportedWork

  CETA

  JOBS68

Note:  Standard erors in parentheses.  All variables except training types and years since training are centered around the sample mean.  Years since training is centered around 1.

* Significant at 10% level.  **Significant at 5% level.  ***Significant at 1% level.

Mixed Effects Unweighted Fixed Effects Mixed EffectsFixed Effects Mixed Effects Unweighted Fixed EffectsUnweighted Fixed Effects Mixed Effects Unweighted
Weighted Weighted Weighted Weighted

Specification 5 Specification 6 Specification 7 Specification 8



Table A-3
Variation in Program Effects
All Model Specifications
Women

Training
  Classroom skills training 1681 *** 1754 *** 1787 *** 1623 *** 1765 *** 1702 *** 1604 *** 1551 *** 1672 *** 1559 *** 1655 *** 1594 ***
     (142) (42) (128) (144) (49) (133) (143) (51) (132) (151) (59) (146)
  Basic education -164  -294  -211  -52  -293  -120  -168  -87  -172  -258  219  -223  

(586) (205) (501) (582) (205) (496) (585) (205) (494) (601) (208) (513)
  CT+Basic ed -224  -502 * -302  13  -525 * -59  -342  -1181 *** -374  -415  -518 * -428  

(507) (273) (497) (517) (278) (505) (556) (282) (537) (564) (295) (547)
  OJT 1711 *** 1672 *** 1619 *** 1652 *** 1678 *** 1568 *** 1657 *** 1698 *** 1594 *** 1682 *** 1517 *** 1591 ***

(233) (133) (241) (232) (134) (240) (231) (134) (238) (235) (136) (242)
  Subsidized work 800 *** 970 *** 816 *** 838 *** 962 *** 880 *** 951 *** 1370 *** 1010 *** 1014 *** 1281 *** 1088 ***

(246) (113) (228) (244) (114) (227) (249) (117) (234) (259) (120) (242)
  Mix of classroom and workplace 1488 *** 438 *** 1410 *** 1542 *** 449 *** 1430 *** 1561 *** 833 *** 1436 *** 1595 *** 894 *** 1490 ***
    training (162) (27) (142) (163) (36) (140) (163) (42) (139) (167) (44) (145)

Experimental dummy -376 * 36  -388 ** -80  350 *** -104  0  -381 *** -59  
(195) (80) (184) (244) (82) (224) (278) (126) (259)

White 511 * 970 *** 539 ** 501 * 574 *** 537 **
(275) (63) (248) (276) (83) (249)

Non-white 422 * 999 *** 381 * 688 * 286 * 676 **
(253) (67) (230) (370) (153) (343)

Unemployment rate -50  534 *** 58  
(228) (60) (199)

Unemployment rate squared -1  -32 *** -8  
(15) (4) (13)

Percent manufacturing employment 

Years since training

Year of training

Program cost

Program cost missing

Program
  SIME/DIME

  SupportedWork

  CETA

  JOBS68

  JTPA

  Massachusetts ET

  Home Health Aide

  NJ OJT

  Maine TOPS

  MFSP

Note:  Standard erors in parentheses.  All variables except training types and years since training are centered around the sample mean.  Years since training is centered around 1.

* Significant at 10% level.  **Significant at 5% level.  ***Significant at 1% level.

Fixed Effects Mixed Effects Unweighted Fixed EffectsUnweighted
Weighted Weighted Weighted

Fixed Effects Mixed Effects Unweighted Fixed Effects Mixed Effects Unweighted

Specification 1 Specification 2 Specification 3 Specification 4
Weighted

Mixed Effects



Table A-3
Variation in Program Effects
All Model Specifications
Women (concl.)

Training
  Classroom skills training 1506 *** 1444 *** 1518 *** 1259 *** 1345 *** 1306 *** 1209 *** 1305 *** 1295 *** 1338 *** 1358 *** 1335 ***
     (155) (70) (152) (184) (76) (175) (182) (78) (172) (205) (84) (189)
  Basic education -206  267  -176  -236  239  -196  -41  347  62  -11  289  66  

(600) (209) (511) (589) (209) (497) (585) (214) (495) (584) (215) (494)
  CT+Basic ed 258  730 ** 308  146  774 ** 247  -20  522  -122  -351  216  -283  

(730) (368) (708) (718) (368) (693) (710) (385) (695) (744) (398) (728)
  OJT 1725 *** 1554 *** 1637 *** 1507 *** 1440 *** 1443 *** 1642 *** 1452 *** 1570 *** 1723 *** 1613 *** 1644 ***

(236) (136) (243) (249) (140) (252) (252) (140) (253) (314) (192) (325)
  Subsidized work 978 *** 1244 *** 1051 *** 707 ** 1104 *** 811 *** 787 *** 1083 *** 848 *** 587 * 1010 *** 784 ***

(259) (120) (242) (279) (127) (260) (277) (128) (255) (303) (129) (269)
  Mix of classroom and workplace 1586 *** 917 *** 1479 *** 1399 *** 856 *** 1331 *** 1615 *** 946 *** 1580 *** 1517 *** 891 *** 1538 ***
    training (166) (44) (145) (181) (48) (154) (202) (63) (177) (211) (65) (186)

Experimental dummy 33  -412 *** -43  -23  -450 *** -101  329  -328 ** 287  475  -245 * 350  
(278) (126) (258) (274) (126) (253) (311) (138) (287) (326) (140) (299)

White 339  250 ** 353  243  145  244  44  39  -19  -17  -22  -33  
(297) (100) (272) (294) (105) (270) (302) (115) (281) (305) (117) (283)

Non-white 427  -26  430  222  -152  253  276  -199  216  364  4  277  
(411) (163) (374) (412) (167) (373) (406) (168) (365) (416) (179) (376)

Unemployment rate -100  462 *** -1  -101  455 *** 11  -298  414 *** -176  -446 * 255 *** -236  
(229) (62) (202) (225) (62) (196) (238) (64) (204) (255) (79) (220)

Unemployment rate squared 4  -27 *** -4  5  -26 *** -3  16  -24 *** 6  23  -17 *** 9  
(15) (4) (13) (15) (4) (13) (15) (4) (13) (16) (5) (14)

Percent manufacturing employment 40  63 *** 42  34  63 *** 37  10  41 *** -3  -1  36 ** -7  
(28) (11) (26) (27) (11) (25) (29) (15) (29) (30) (15) (29)

Years since training 221 ** 92 *** 181 ** 147  74 *** 96  150  67 ** 97  
(93) (28) (80) (97) (29) (84) (97) (29) (84)

Year of training -50 ** -25 ** -60 *** -46 ** -18  -59 **
(22) (11) (22) (23) (11) (23)

Program cost 0.058  0.055 *** 0.025  
(0.036) (0.016) (0.034)

Program cost missing 43  -140  -82  
(482) (278) (489)

Program
  SIME/DIME

  SupportedWork

  CETA

  JOBS68

  JTPA

  Massachusetts ET

  Home Health Aide

  NJ OJT

  Maine TOPS

  MFSP

Note:  Standard erors in parentheses.  All variables except training types and years since training are centered around the sample mean.  Years since training is centered around 1.

* Significant at 10% level.  **Significant at 5% level.  ***Significant at 1% level.

Unweighted Fixed Effects Mixed Effects
Weighted Weighted Weighted

Unweighted Fixed Effects Mixed Effects Unweighted

Specification 5 Specification 6 Specification 7 Specification 8

Unweighted Fixed Effects
Weighted

Mixed Effects Fixed Effects Mixed Effects



Table A-4
Variation in Program Effects
All Model Specifications
Youth

Training
  Classroom skills training 1341 * 1338 *** 1547 *** 1401 * 1145 *** 1524 *** 1396 * 1128 *** 1430 *** 1605 *** 1262 *** 1581 ***
     (633) (270) (445) (645) (280) (455) (604) (280) (387) (593) (283) (355)
  CT+Basic ed -717  -338 * -377  -566  -644 *** -431  -606  -650 *** -537  -71  -381 * -124  

(1629) (181) (834) (1660) (215) (862) (1553) (215) (638) (1522) (227) (521)
  OJT 383  200  277  443  28  251  438  47  172  647  171  344  

(633) (480) (584) (645) (484) (593) (604) (484) (545) (593) (486) (524)
  Subsidized work 106  -155  75  148  -159  58  84  -127  -60  215  -14  69  

(478) (137) (305) (486) (137) (313) (456) (141) (254) (462) (145) (231)
  Mix of classroom and workplace -648 * -215 * -323  -656 * -258 * -327  -618 * -296 *** -335 * -413  -225 * -206  
    training (268) (105) (199) (270) (106) (200) (253) (108) (167) (257) (110) (152)

Female 409  30  69  394  127  77  425  145  92  47  -36  -202  
(343) (126) (250) (346) (131) (253) (324) (131) (210) (343) (143) (203)

Males and females 334  224  201  292  306 * 217  -79  386 * 173  -295  124  -45  
(677) (139) (391) (684) (143) (398) (664) (153) (321) (699) (172) (293)

Experimental dummy -198  305 *** 68  -731 * 407 *** 29  -871 * 305 * -40  
(370) (114) (243) (431) (136) (243) (464) (138) (221)

White -1621 *** -348 * -1070 *** -1776 *** -510 *** -1147 ***
(474) (166) (305) (535) (177) (284)

Non-white -137  670 *** 470  -1381 * 354  -239  
(464) (162) (288) (730) (349) (478)

Unemployment rate -247 * -185 *** -232 ***
(132) (44) (67)

Unemployment rate squared 5 * 3 *** 5 ***
(2) (1) (1)

Percent manufacturing employment 

Years since training

Year of training

Program cost

Program cost missing

Program
  SupportedWork

  CETA

  JTPA

  Job Corps

  NYC/OS

  Jobstart

Note:  Standard erors in parentheses.  All variables except training types and years since training are centered around the sample mean.  Years since training is centered around 1.

* Significant at 10% level.  **Significant at 5% level.  ***Significant at 1% level.

Unweighted Fixed Effects Mixed Effects Unweighted Fixed Effects Mixed Effects Unweighted Fixed Effects
Weighted Weighted Weighted Weighted

Specification 1 Specification 2 Specification 3 Specification 4

Mixed Effects Unweighted Fixed Effects Mixed Effects



Table A-4
Variation in Program Effects
All Model Specifications
Youth (concl.)

Training
  Classroom skills training 1736 *** 1147 *** 1563 *** 1794 *** 1234 *** 1634 *** 1762 *** 1190 *** 1599 *** 2008 *** 1804 *** 1954 ***
     (605) (288) (360) (607) (295) (362) (659) (302) (382) (659) (330) (377)
  CT+Basic ed 150  -561 * -141  160  -476 * -86  129  -514 * -115  -886  -1189 *** -1006 *

(1534) (243) (521) (1533) (250) (518) (1561) (256) (540) (1625) (282) (498)
  OJT 778  61  332  837  138  405  805  93  366  938  623  709  

(605) (489) (527) (607) (491) (529) (659) (496) (543) (652) (510) (539)
  Subsidized work 692  -378 * 48  918  -155  319  930  -32  423  698  32  273  

(640) (227) (344) (674) (273) (392) (685) (331) (446) (685) (332) (417)
  Mix of classroom and workplace -429 * -270 * -207  -203  -128  -26  -200  -114  -19  -160  -193  -91  
    training (257) (112) (151) (334) (149) (195) (337) (150) (198) (334) (154) (186)

Female -104  89  -194  -133  20  -237  -137  3  -261  -97  -156  -247  
(370) (155) (219) (371) (162) (220) (375) (164) (227) (369) (170) (212)

Males and females -478  318  -29  -460  243  -77  -514  94  -225  -793  -524  -658  
(719) (195) (313) (719) (202) (313) (833) (305) (448) (834) (322) (425)

Experimental dummy -1214 * 563 *** -10  -1203 * 497 *** -48  -1257 * 356  -197  -1162  570 * 186  
(562) (185) (288) (562) (191) (288) (705) (288) (413) (774) (303) (412)

White -1421 * -732 *** -1136 *** -1325 * -648 *** -1017 *** -1315 * -597 *** -993 *** -1309 * -1031 *** -1279 ***
(628) (207) (313) (634) (215) (322) (642) (228) (335) (644) (241) (321)

Non-white -964  102  -221  -1095  -90  -404  -1104  -49  -396  -1029  -289  -458  
(826) (369) (497) (834) (392) (512) (842) (397) (520) (870) (436) (527)

Unemployment rate -277 * -160 *** -230 *** -251 * -159 *** -219 *** -253 * -165 *** -229 *** -273 * -236 *** -255 ***
(135) (46) (68) (137) (46) (68) (138) (47) (72) (140) (51) (68)

Unemployment rate squared 6 * 3 *** 5 *** 6 * 3 *** 5 *** 6 * 3 *** 5 *** 6 * 4 *** 5 ***
(2) (1) (1) (2) (1) (1) (2) (1) (1) (2) (1) (1)

Percent manufacturing employment -85  58 * 2  -93  47  -8  -85  55 * 0  -97  -66 * -78 *
(79) (28) (40) (79) (29) (40) (100) (32) (46) (103) (38) (47)

Years since training -187  -97  -140  -179  -92  -130  -182  -62  -116  
(177) (67) (96) (188) (67) (101) (185) (68) (92)

Year of training 9  17  16  56  -29  -13  
(67) (26) (37) (78) (28) (38)

Program cost 0.171 * 0.098 *** 0.108 ***
(0.083) (0.035) (0.042)

Program cost missing 471  1124 *** 969 ***
(461) (191) (249)

Program
  SupportedWork

  CETA

  JTPA

  Job Corps

  NYC/OS

  Jobstart

Note:  Standard erors in parentheses.  All variables except training types and years since training are centered around the sample mean.  Years since training is centered around 1.

* Significant at 10% level.  **Significant at 5% level.  ***Significant at 1% level.

Weighted Weighted Weighted Weighted
Specification 5 Specification 6 Specification 7 Specification 8

Unweighted Fixed Effects Mixed Effects Unweighted Fixed Effects Mixed Effects Unweighted Fixed Effects Mixed Effects Unweighted Fixed Effects Mixed Effects
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