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Abstract 

This paper provides a detailed discussion of the theory and practice of modern regression discontinuity 
(RD) analysis for estimating the effects of interventions or treatments. Part 1 briefly chronicles the history 
of regression discontinuity analysis and summarizes its past applications. Part 2 explains how in theory a 
regression discontinuity analysis can identify an average effect of treatment for a population and how 
different types of regression discontinuity analyses — “sharp” versus “fuzzy” — can identify average 
treatment effects for different conceptual subpopulations. Part 3 of the paper introduces graphical 
methods, parametric statistical methods and nonparametric statistical methods for estimating treatment 
effects in practice from regression discontinuity data plus validation tests and robustness tests for 
assessing these estimates. Section 4 considers generalizing regression discontinuity findings and presents 
several different views on and approaches to the issue. Part 5 notes some important issues to pursue in 
future research about or applications of regression discontinuity analysis. 
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Part 1 

History and Past Applications 

This paper describes how regression discontinuity analysis can provide valid and reliable 
estimates of general causal effects and of the specific effects of a particular treatment on outcomes for 
particular persons or groups. Regression discontinuity analysis applies to situations in which candidates 
are selected for treatment based on whether their value for a numeric rating exceeds a designated 
threshold or cut-point.1

Figure 1 illustrates two ways to characterize regression discontinuity analysis: (1) as “discontinuity 
at a cut-point” (Hahn, Todd, and van der Klaauw, 1999) and (2) as “local randomization” (Lee, 2008). The 
graphs in the figure portray a relationship that might exist between an outcome for candidates being 
considered for a prospective treatment and a rating used to prioritize candidates for that treatment. (In this 
case, mean student test scores for schools are an outcome for candidates being considered for the 
prospective treatment of school aid, while the percentage of students who live in poverty is a rating used to 
prioritize candidates for aid.) The vertical line in the center of each graph designates a cut-point, above 
which candidates are assigned to the treatment and below which they are not assigned to the treatment. 

 For example, students may be chosen for a scholarship based on a summary 
measure of their academic achievement. Because this type of process is used widely to allocate resources 
or impose sanctions it provides many opportunities for using regression discontinuity analysis. It is often 
the case that schools are selected for funding based on levels of student poverty, families are judged to be 
eligible for government assistance based on income, convicts are assigned to prison security levels based 
on prior criminal records, and government funding is awarded based on reviewer ratings of grant 
proposals. A valid regression discontinuity design exists in these and similar situations when decisions 
about where to set the cut-point are made independently of decisions about what ratings to assign to 
specific candidates. 

The top graph illustrates what one would expect in the absence of treatment. As can be seen, the 
relationship between outcomes and ratings is downward sloping to the right, which indicates that mean 
student test scores decrease as rates of student poverty increase. This relationship passes continuously 
through the cut-point, which implies that there is no difference in outcomes for candidates that are just 
above and below the cut-point. 

The bottom graph in the figure illustrates what would occur in the presence of treatment if it 
increased outcomes. In this case, there is a sharp upward jump at the cut-point in the relationship between 
outcomes and ratings. The first characterization of regression discontinuity analysis — discontinuity at a 

                                                 
1The regression discontinuity literature uses various terms for the rating, including “forcing variable” and “assignment 

variable.”  
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cut-point — focuses on this jump, the direction and magnitude of which is a direct measure of the causal 
effect of the treatment on the outcome for candidates near the cut-point. 

The second characterization of regression discontinuity analysis — local randomization — is based 
on the premise that differences between candidates who just miss and just make a threshold are random. 
This could occur for example, from random error in test scores used to rate candidates. Candidates who just 
miss the cut-point are thus identical on average, to those who just make it, except for exposure to treatment. 
Any difference in subsequent mean outcomes must therefore be caused by treatment. 

Regression discontinuity analysis was developed by Thistlethwaite and Campbell (1960) to study 
the effects of winning a national merit scholarship certificate.2

Regression discontinuity analysis has been used to study, among other things, the effect of 
financial aid on college enrollment (van der Klaauw, 1997, 2002), incumbency on electoral success (Lee, 
2001), mandatory summer school on student achievement (Jacob and Lefgren, 2004; Matsudaira, 2008), 
Head Start programs on children’s mortality and educational attainment (Ludwig and Miller, 2007), class 
size on academic achievement (Angrist and Lavy, 1999), prison conditions on recidivism (Chen and 
Shapiro, 2005), unemployment insurance on recidivism (Berk and Rauma, 1983), preschool programs on 
children’s preliteracy skills (Wong, et al., 2007), Medicaid eligibility on health insurance coverage for 
low-income children (Card and Shore-Sheppard, 2004), federal Title I funding for low-income schools on 
student performance (van der Klaauw, 2008), financial incentives to improve school attendance and 
health care for children (Buddelmeyer and Skoufias, 2002), unemployment insurance on unemployment 
(Lalive, 2008), unionization on establishment closures (DiNardo and Lee, 2002), school quality on house 
values (Black, 1999), anti-discrimination legislation on minority hiring (Hahn, Todd, and van der 
Klaauw, 1999), and the federal Reading First Program on student achievement (Gamse et al., 2008). 

 Their work generated a flurry of related 
activity, which died out subsequently. After two decades of a regression discontinuity “dark ages,” 
economists revived the approach (van der Klaauw, 1997, 2002; Angrist and Lavy, 1999), formalized it 
(Hahn, Todd, and van der Klaauw, 2001), strengthened its estimation methods (Imbens and Kalyanaraman, 
2009), and began to apply it to many different research questions. This renaissance was culminated recently 
in a 2008 special issue on regression discontinuity analysis in the Journal of Econometrics. 

The next part of this paper describes how, in principle, regression discontinuity analysis can identify 
a treatment effect for a population. In other words, it indicates how the basic logic of regression 
discontinuity analysis can demonstrate a causal effect. Part 3 discusses how, in practice, regression 
discontinuity analysis can estimate a treatment effect for a sample. It describes alternative statistical 
procedures for implementing regression discontinuity analyses and examines their strengths and limitations. 
Part 4 considers how to interpret and generalize results from regression discontinuity analyses. Part 5 
considers some important frontiers for future regression discontinuity research. 

                                                 
2Cook (2008) chronicles the history of regression discontinuity analysis.  
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Part 2 

How Regression Discontinuity Analysis Identifies Average 
Treatment Effects for Populations 

The existing literature typically distinguishes two types of regression discontinuity design: the 
“sharp” design, in which all subjects receive their assigned treatment or control condition, and the “fuzzy” 
design, in which some subjects do not. Following the lead of Battistin and Retorre (2008), this chapter 
distinguishes three types of regression discontinuity design:  

(1) Sharp designs, as defined conventionally. 

(2) Type I fuzzy designs, in which some treatment group members do not receive 
treatment. Such members are referred to as “no-shows.”3

(3) Type II fuzzy designs, in which some treatment group members do not receive 
treatment, and some comparison group members do. (Members in the latter category 
are referred to as “crossovers”)

 

4

This section describes how each regression discontinuity design identifies a treatment effect for a 
population. It first defines treatment effects using the potential outcomes framework from the statistics 
literature on causal inference.

. 

5

Defining Treatment Effects 

 Then, as a point of departure, the section describes how randomized trials 
identify average causal effects. Finally, it presents the conditions that are required for valid Regression 
Discontinuity designs and describes how such designs can identify average treatment effects. (See 
Appendix A for an elaboration of the findings presented.) 

An individual, i, has two potential outcomes,  and , which represent what would occur with 
and without treatment, respectively. These outcomes might refer to health status, academic achievement, 
economic success, criminal behavior, and the like. The causal effect of treatment on an outcome for 
individual i, designated as , is the difference between his potential outcomes with and without 
treatment,  The average treatment effect (ATE) for a population is the expected value (mean) 
of its individual treatment effects, or: 

   (1) 

                                                 
3Bloom (1984). 
4Bloom et al. (1997). 
5This framework is often attributed to Rubin (1974) and was labeled the Rubin Causal Model by Holland (1986). 

However, its roots date back to Neyman (1923), Fisher (1935), Roy (1951), and Quandt (1972). 
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This, in turn, equals the difference between expected population outcomes with and without 
treatment, or: 

   (2) 

The main obstacle to identifying an individual treatment effect or an average group treatment 
effect is the inability to observe outcomes with and without treatment for the same individual or group at 
the same time. 

Identifying Treatment Effects with Randomization 
Randomization produces treatment and control groups that are the same (in expectation) except 

for exposure to treatment. Any observed outcome differences therefore can be attributed to treatment. 
Stated formally, randomizing subjects to treatment status ( ) or control status  creates two 
groups, whose expected outcomes in the absence of treatment ( ) are the same, or: 

  (3) 
where: 

  the expected outcome without treatment given randomization to treatment,  

  the expected outcome without treatment given randomization to control 
status.   

The average treatment effect (ATE) for a randomized trial equals the difference between the 
expected treatment group outcome with and without treatment, or: 

  (4) 

With full compliance to randomization (all candidates receive their assigned condition) the 
expected treatment group outcome in the absence of treatment (its counterfactual outcome) in Equation 4 
can be replaced by the expected outcome for the control group, yielding:  

  

   (5) 

Equation 5 states that with full compliance, the difference between expected outcomes for the 
treatment group and control group identifies the average treatment effect. 

Defining a Valid Regression Discontinuity Design  
A valid regression discontinuity design can identify a treatment effect in much the same way that 

a randomized trial does so. But in order for a regression discontinuity design to be valid, candidates’ 
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ratings and the cut-point must be determined independently of each other.6 This condition can be ensured 
if the cut-point is determined without knowledge of candidates’ ratings or if candidates’ ratings are 
determined without knowledge of the cut-point.7

On the other hand, if the cut-point is to be chosen in the presence of knowledge about candidates’ 
ratings, decision-makers can locate the cut-point in a way that includes or excludes specific candidates. If 
these candidates differ, those on one side of the cut-point will not provide valid information about the 
counterfactual outcome for those on the other side. This situation could arise for example, when a fixed 
sum of grant funding is allocated to a pool of candidates and average funding per recipient is determined 
in light of knowledge about candidates’ ratings. With a fixed total budget, average funding per recipient 
determines the number of candidates funded, which in turn determines the cut-point. Through this 
mechanism, the cut-point could be manipulated to include or exclude specific candidates. 

 

Furthermore, if ratings are determined in the presence of knowledge about the corresponding cut-
point they can be manipulated to include or exclude specific candidates. For example, if a college’s 
admissions director were the only person who rated students for admission, he could fully determine 
whom to accept and whom to reject by setting ratings accordingly. Consequently, students accepted could 
differ from those rejected in unobserved ways and their counterfactual outcomes would differ 
accordingly. A second possible example is one in which students must pass a test to avoid mandatory 
summer school, and they know the minimum passing score. In this case, students who are at risk of 
failing but sufficiently motivated to work extra hard might be especially prevalent among just-passing 
scores and students with similar aptitude but less motivation might be especially prevalent among just-
failing scores. The two groups therefore will not provide valid information about each other’s 
counterfactual outcomes. 

Lee (2008) and Lee and Lemieux (2009) provide an important insight into the likelihood of 
meeting the necessary condition for a valid regression discontinuity design. They do so by distinguishing 
between situations with precise control over ratings (which are rare) and situations with imprecise control 
over ratings (which are typical). Precise control means that candidates or decision makers can determine 
the exact value of each rating. This was assumed to be the case in the preceding two examples where a 
college admissions director could fully determine applicants’ ratings or individual students could fully 
determine their test scores.   

The situation is quite different however, when control over ratings is imprecise, which would be 
the case in more realistic versions of the preceding examples. Most colleges have multiple members of an 
admissions committee rate each applicant and thus no single individual can fully determine a student’s 
rating. Consequently applicant ratings contain random variation due to differences in raters’ opinions and 
                                                 

6In the evaluation research literature, the form of validity referred to here is often called “internal validity” (Shadish, 
Cook, and Campbell, 2002). 

7This is a sufficient condition. 
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variation in their opinions over time. Also, because of random testing error, students cannot fully 
determine their scores on a test.8

Identifying Treatment Effects with a Sharp Regression Discontinuity 
Design 

 Lee (2008) and Lemieux (2009) demonstrate that such random variation 
is the sole factor determining which candidates fall just below and above a cut-point. They thereby 
demonstrate that imprecise control over ratings is sufficient to produce random assignment at the cut-
point, which yields a valid regression discontinuity design. 

Figure 2 illustrates how regression discontinuity analysis can identify a treatment effect. The top 
graph represents a sharp regression discontinuity design, the middle graph represents a Type I fuzzy 
regression discontinuity design and the bottom graph represents a Type II fuzzy regression discontinuity 
design. To make the example concrete, assume that candidates are schools, the outcome for each school is 
average student test scores, and the rating for each school is a measure of its student poverty (for example, 
the percentage of students eligible for subsidized meals). Also assume that the analysis represents a 
population, not just a sample. 

Curves in the graph are regression models of the relationship between expected outcomes  
and ratings (r).9

For each graph, the solid line segment to the left of the cut-point indicates that expected outcomes 
for the control group decline continuously as ratings approach the cut-point from below — that is, as 
ratings increase toward their cut-point value. The symbol  represents the expected outcome at the cut-
point approached by this line. The dashed extension of the control group line segment represents what 
expected outcomes would be without treatment for schools with ratings above the cut-point (their 
expected counterfactual outcomes). The two line segments for the control group form a continuous line 
through the cut-point; there is no discontinuity.  

 These curves are downward-sloping to represent the negative relationship that typically 
exists between student performance and poverty. Schools with ratings at or above a cut-point  are 
assigned to treatment (for example, government assistance), and others are assigned to a control group 
that is not eligible for the treatment. In the top graph, all schools assigned to treatment receive it and no 
schools assigned to control status receive it. In the middle graph, some schools assigned to treatment do 
not receive it, but no schools assigned to control status do receive it. In the bottom graph, some schools 
assigned to treatment do not receive it, and some schools assigned to control status do receive it.  

The solid line segment to the right of the cut-point indicates that expected outcomes for the 
treatment group rise continuously as ratings approach the cut-point from above — that is, as ratings 

                                                 
8For example, students can misread questions or momentarily forget things they know. 
9A regression model represents the relationship between expected values of a dependent variable and specific values 

of an independent variable. 
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decrease toward their cut-point value. The symbol  represents the expected outcome at the cut-point 
approached by this line. The dashed extension of the treatment-group line segment represents what 
outcomes would be with treatment for subjects with ratings below the cut-point. The two line segments 
for the treatment group form a continuous line through the cut-point; again, there is no discontinuity. 

When expected outcomes are a continuous function of ratings through the cut-point in the 
absence of treatment, the discontinuity, or gap, that exists between the solid line segment for the treatment 
group and the solid line segment for the control group, representing observable outcomes for each group, 
can be attributed to the availability of treatment for treatment group members. This discontinuity 

 equals the average effect of assignment to treatment, which is often called the average effect of 
intent-to-treat (ITT). For a regression discontinuity analysis, this is the average effect of intent-to-treat at 
the cut-point (ITTC).  

Figure 3 indicates the key distinctions that exist among the three regression discontinuity analyses 
portrayed by Figure 2. The top graph in Figure 3 for a sharp regression discontinuity design indicates that 
the probability of receiving treatment equals a value of zero for schools with ratings below the cut-point 
and a value of one for schools with ratings above the cut-point. Hence the limiting value of the probability 
as the rating approaches the cut-point from below (  is zero, and its limiting value as the rating 
approaches the cut-point from above  is one.10

Results in the top graphs of Figures 3 and 2 come together as follows. Moving from left to right, 
the probability of receiving treatment has a constant value of zero until the cut-point is reached and the 
probability shifts abruptly to a constant value of one. If expected potential outcomes vary continuously 
with ratings in the absence of treatment, then the only possible cause of a shift in observed outcomes at 
the cut-point (Figure 2) is the shift in the probability of receiving treatment (Figure 3).  

 The discontinuity in the probability at the cut-point 
 therefore equals a value of one for a sharp regression discontinuity. 

Another way to explain this result is to note that as one approaches the cut-point, the resulting 
treatment group and control group become increasingly similar in all ways except for receipt of treatment. 
Hence, at the cut-point, assignment to treatment by ratings is like random assignment to treatment as 
noted earlier. Differences at the cut-point between expected treatment group and control group outcomes 
therefore must be caused by the difference in treatment receipt. 

The top graph in Figure 3 implies that for a sharp regression discontinuity design, assignment to 
treatment is the same as receipt of treatment. Hence, the average effect of assignment to treatment at the 
cut-point (ITTC) is the same as the average effect of treatment on the treated at the cut-point (TOTC), 
which in turn, is the same as the average treatment effect for the full population at the cut-point (ATEC). 
The fact that each of these parameters is defined at the cut-point has important implications for their 
generalizability (discussed later).  
                                                 

10  is used to represent the probability of receiving treatment because it equals the mean value of T.  



8 

To complete the example for a sharp regression discontinuity design assume that expected 
control-group outcomes converge as ratings approach the cut-point from below, to a limiting score ) 
of 470 points, and expected treatment-group outcomes converge as ratings approach the cut-point from 
above, to a limiting score  of 500 points. The resulting 30-point discontinuity ( ) is the 
average effect at the cut-point of assignment to treatment (ITT1C). For a sharp regression discontinuity 
this equals the corresponding average effect of receiving treatment (TOT1C) and the average treatment 
effect for all members of the cut-point population (ATE1C). 

Identifying Treatment Effects with a Type I Fuzzy Regression 
Discontinuity Design 

Many voluntary government programs base their eligibility on numeric ratings. For example, to 
qualify for food stamps, a family must have an income that falls below a threshold level. To qualify for 
compensatory education funding, a school’s student poverty level must exceed a specified threshold. 
Candidates on one side of the threshold can participate in the program whereas candidates on the other 
side cannot. However, not all eligible candidates necessarily participate; some may become “no-shows” 
(Bloom, 1984).11

The middle graphs in Figures 2 and 3 illustrate this case. In Figure 3 the probability of receiving 
treatment is zero for control group members (as with a sharp regression discontinuity) and is positive but 
less than one for treatment group members (unlike with a sharp regression discontinuity). In our example, 
this means that some schools that are eligible for treatment do not receive it and become no-shows. No-
shows dilute the treatment contrast in a regression discontinuity analysis by reducing the difference in the 
proportion of treatment group members and control group members who receive the treatment being 
tested. Reducing the difference in the proportion of treatment group and control group members who 
receive treatment reduces the expected difference in outcomes for treatment group and control group 
members, which in turn reduces the magnitude of the discontinuity at the cut-point in expected outcomes. 

 This situation represents a Type I fuzzy regression discontinuity.  

In our example — which assumes a positive treatment effect — no-shows reduce expected 
outcomes for the treatment group in the presence of treatment. Hence, the treatment group line in the 
middle graph of Figure 2 is somewhat lower than its counterpart in the top graph. Consequently,  is 
less than . Because no-shows do not affect control group outcomes, the control-group line in the 
middle graph of Figure 2 is the same as its counterpart in the top graph and  equals .  

In the Type I fuzzy regression discontinuity design example, the average effect of assignment to 
treatment or intent to treat (ITT2C) equals the difference between limiting values of expected outcomes 
for the treatment group and control group at the cut-point ( ) — as was the case for a sharp 
regression discontinuity. However this difference no longer represents the average effect at the cut-point 

                                                 
11Bloom (1984) defines no-shows as treatment group members who do not receive treatment for any reason.  
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of receiving treatment (TOT2C) or the average treatment effect for the cut-point population (ATE2C). 
Without further assumptions, these additional parameters cannot be identified.  

Fortunately, it is often reasonable to assume that no-shows experience approximately no effect of 
assignment to treatment because only receipt of treatment can produce the desired causal effect. If so, 
then the average effect of assignment to treatment at the cut-point (ITT2C) is a weighted mean of the 
average effect at the cut-point of receiving treatment (TOT2C ) for treatment recipients and zero effect for 
no-shows, weighted by the proportion of treatment group members who receive treatment ( ) and do 
not receive treatment ( ).12

  (6) 

 In symbols: 

   

Hence: 

  (7) 

Intuitively, Equation 7 allocates all of the treatment and control group difference in expected 
outcomes to treatment recipients, which follows from the assumption that no-shows experience no effect 
of assignment to treatment.  

In our numeric example, assume that 80 percent of treatment group members receive treatment 
( and the limiting value of expected treatment-group outcomes at the cut-point is 495 points, 
instead of 500 for the sharp regression discontinuity, because no-shows experience no effect. The limiting 
value of expected control-group outcomes at the cut-point is 470 points, as it was for the sharp regression 
discontinuity. Then: 

  

For the Type I fuzzy regression discontinuity design example, the average effect of treatment on 
the treated at the cut-point ( ) is a gain of 31.25 points instead of 30 points for the sharp regression 
discontinuity design. ( ). This difference reflects the fact that treatment recipients in the two 
designs comprise different populations. Specifically, the population for a Type I fuzzy regression 
discontinuity is only part of that for a sharp regression discontinuity.    

                                                 
12TOT2C  also can be identified if the average effect of assignment to treatment for no-shows is a specified fraction of 

that for recipients. By varying this fraction and recomputing the result one can test the sensitivity of the result to the 
assumed relative effect for no-shows.  
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Identifying Treatment Effects with a Type II Fuzzy Regression 
Discontinuity Design 

Programs that choose participants based on numeric ratings often have exceptions to their 
assignment rules that result both in no-shows — candidates whose ratings should have them assigned to 
treatment but do not receive it — and crossovers — candidates whose ratings should have them assigned 
to a control group but do receive treatment. Hence, two factors can reduce the effective treatment contrast 
for a regression discontinuity analysis and thereby reduce the observable difference between expected 
outcomes for its treatment group and control group. This situation produces a Type II fuzzy regression 
discontinuity.  

With a positive treatment effect, no-shows reduce expected outcomes for a treatment group. In 
our example, this phenomenon is represented by the fact that the treatment group line for a Type II fuzzy 
regression discontinuity in the bottom graph of Figure 2 is lower than its counterpart for a sharp 
regression discontinuity in the top graph of Figure 2. Hence, the limiting value of expected outcomes at 
the cut-point for a treatment group is lower for a Type II fuzzy regression discontinuity than for a sharp 
regression discontinuity ( ). With a positive treatment effect, crossovers increase expected 
outcomes for a control group. This is represented by the fact that the control group line for a Type II 
regression discontinuity in the bottom graph of Figure 2 is higher than its counterpart for a sharp 
regression discontinuity in the top graph of Figure 2. Hence, the limiting value of expected outcomes at 
the cut-point for control group members is higher for a Type II fuzzy regression discontinuity than for a 
sharp regression discontinuity ( ). 

In the presence of both crossovers and no-shows the discontinuity in expected outcomes at a cut-
point  still represents the average effect of assignment to treatment (ITT3C). But it does not 
equal the average effect of treatment on the treated at the cut-point (TOT3C) or the average treatment 
effect for the cut-point population (ATE3C). In fact, neither of these parameters can be identified without 
fairly strong assumptions.  

Fortunately, weaker assumptions can identify what is often referred to as “local average treatment 
effect,” or LATE (Angrist, Imbens, and Rubin, 1996); for regression discontinuity designs, this would be 
designated the local average treatment effect at a cut-point, or LATEC. This parameter is defined as the 
average effect of treatment on candidates at a cut-point who receive treatment because they are assigned 
to it. This subpopulation is often referred to as “compliers” (Angrist, Imbens, and Rubin, 1996), because 
they comply with their treatment assignment; they receive treatment if assigned to a treatment group and 
do not receive treatment if assigned to a control group. 

Conditions for identifying a local average treatment effect (the average treatment effect for 
compliers) were derived by Angrist, Imbens, and Rubin (1996) based on a conceptual framework that 
specifies four mutually exclusive and collectively exhaustive subpopulations of a treatment group and its 
control group. 
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• Compliers

• 

 receive treatment only if and only if assigned to it. A regression discontinuity 
design (or randomized trial) can potentially identify an average treatment effect for this 
subpopulation because it produces a treatment contrast for its members; they receive 
treatment if assigned to it and do not receive treatment if not assigned to it.  

Always-takers

• 

 receive treatment regardless of their assignment. A regression discontinuity 
design (or randomized trial) cannot identify an average treatment effect for this subpopulation 
because it does not produce a treatment contrast for its members; they receive treatment 
regardless of whether or not they are assigned to it.  

Never-takers 

• 

do not receive treatment regardless of their assignment. A regression 
discontinuity design (or randomized trial) cannot identify an average treatment effect for this 
subpopulation because it does not produce a treatment contrast for its members; they do not 
receive treatment regardless of whether or not they are assigned to it.     

Defiers

Individual members of a given subpopulation cannot be identified as such, but in a randomized 
trial, or a valid regression discontinuity design each subpopulation theoretically should comprise the same 
proportion of a treatment group and control group. Thus, if 10 percent of a treatment group is comprised 
of never-takers, then 10 percent of its control group also should be comprised of never-takers. This result 
derives from the fact that randomization or a valid regression discontinuity design produce a treatment 
group and a control group that are theoretically the same in all ways, which includes their distribution of 
members across Angrist, Imbens, and Rubin’s four subpopulations. 

 receive treatment only if and only if not assigned to it. Without further assumptions, a 
regression discontinuity design (or randomized trial) cannot identify an average treatment 
effect for this subpopulation because its members cannot be distinguished from always-takers 
in a control group and never-takers in a treatment group.  

For many situations it is reasonable to assume that defiers do not exist, because making someone 
eligible for a treatment is unlikely to reduce their chances of receiving it.13

Figure 4 illustrates this situation. The treatment-population bar in the figure represents compliers 
(T = 1), always-takers (T = 1), and never-takers (T = 0). The control-population bar represents compliers 

 Without defiers, the treatment 
population and control population for a regression discontinuity design consist of compliers, always-
takers and never-takers in proportions ,  and , respectively. The superscript (r) indicates that 
these proportions can vary with ratings. If they vary, it seems reasonable to assume that they do so 
continuously. Hence their limits from below and above the cut-point equal their values at the cut-
point, ,  and . 

                                                 
13Angrist, Imbens, and Rubin (1996) call this assumption monotonicity, implying that the probability of receiving 

treatment is a monotone function of treatment assignment. Hahn, Todd, and van der Klaauw (2001) demonstrate how 
monotonicity enables fuzzy regression discontinuity designs to identify local average treatment effects at a cut-point.  
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(T = 0), always-takers (T = 1) and never-takers (T = 0). (Never-takers in the treatment group are no-
shows and always-takers in the control group are crossovers).  

Because compliers are the only subgroup whose treatment receipt is affected by assignment they 
are the only subgroup that contributes to the treatment contrast. All of the observable difference between 
expected outcomes for the treatment and control populations  is therefore due to compliers. 
Consequently  is a weighted average of the mean effect of treatment on compliers at the cut-
point (LATEC) and zero effect for always-takers and for never-takers, with weights equal to 

, respectively. In symbols: 

  

             (8) 

Hence: 

   (9) 

Because compliers and always-takers in the treatment population receive treatment, whereas only 
always-takers in the control population receive treatment: 

   (10) 

   (11) 

Substituting Equations 10 and 11 into Equation 9 yields:  

  (12) 

To illustrate this point, add to our numeric example the fact that 15 percent of control group 
members receive treatment ( ) and assume that this raises the expected outcome of the control 
group at the cut-point to 475 points. Now recall that 80 percent of the treatment group members at the cut-
point received treatment ( ) and the expected outcome of the treatment group at the cut-point is 
495 points. Substituting these facts into Equation 12 yields: 

  

Treatment increases the outcomes of compliers by 30.77 points, on average. Because not all 
treatment recipients are compliers, the local average treatment effect at the cut-point (LATEC) does not 
necessarily equal the average effect of treatment on the treated at the cut-point (TOTC). And because 
compliers are only a portion of the target population, LATEC does not necessarily equal the average 
treatment effect at the cut-point (ATEC).  
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Part 3 

How Regression Discontinuity Analysis Estimates Treatment 
Effects from Data for Samples 

This section considers how regression discontinuity analysis estimates treatment effects from 
sample data. It first describes graphical estimation approaches, then parametric statistical estimation 
approaches, and then nonparametric statistical estimation approaches. In addition the section provides a 
brief introduction to validation and robustness tests for regression discontinuity analysis.  

Graphical Analysis 
A major strength of regression discontinuity designs is their suitability for graphical analysis. This 

is because what you see is what you get. However a major limitation of graphical analysis is that much is 
in the eye of the beholder. This is because different analysts can interpret the same finding differently. 
Nevertheless, the first step in a regression discontinuity analysis should be to plot the data. 

It is best to begin by plotting the probability of receiving treatment as a function of ratings (the 
top graph in Figure 5). Only if there is a discontinuity at the cut-point in this probability is there a 
treatment contrast to test. If there is a discontinuity (as shown in the top graph of Figure 5, where the 
horizontal line breaks at the cut-point), the next step is to examine the relationship between outcomes and 
ratings.  

To do so, one could plot the value of the outcome for each data point on the vertical axis of a 
graph against the corresponding value of the rating on the horizontal axis. The second graph in Figure 5 
illustrates such a plot for a downward-sloping outcome/rating relationship that has a pronounced upward 
shift in outcomes at the cut-point. The upward shift in outcomes, or the discontinuity, at the cut-point is 
the effect of the shift in the probability of receiving treatment at the cut-point. Note that individual data 
points in the graph bounce around a lot. In other words, a plot of individual data points is typically quite 
noisy.  

The third graph in Figure 5 represents a simple first step toward summarizing the information 
contained in the individual data points. This approach divides the distribution of ratings into equal-size 
intervals, or bins, computes the mean outcome for each bin and plots mean outcomes at the center of each 
bin. Doing so smooths the data, making it less noisy. 

The fourth graph in the figure smooths the data even further by using fewer bins with a larger 
bandwidth, (or bin width) for each. Given a total sample size, larger bandwidths imply more observations 
per bin which produces less noise in the plotted points. However, larger bandwidths provide less 
specificity about the likely functional form of the underlying relationship between outcomes and ratings 
(not shown in the graphs). Thus choosing a bandwidth for graphing regression discontinuity data involves 
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making a trade-off between noise and specificity. Lee and Lemieux (2009) provide useful guidelines for 
making this trade-off, although it is ultimately a matter of judgment and taste.  

Parametric Statistical Analysis 
The next step in a regression discontinuity analysis is to fit a statistical model to the data. 

Parametric methods do so based on a specific functional form for the outcome/rating relationship. This 
functional form can range from a simple linear regression to complex nonlinear models.  

A Simple Linear Regression 

The top graph in Figure 6 illustrates the simplest parametric model for a regression discontinuity 
analysis: a linear regression with a constant slope and an intercept shift at the cut-point. 

   (13) 

where: 

  the outcome,  

  one for treatment group members and zero for control group members, 

  the rating, 

  a random error that is distributed independently and identically. 

In Figure 6, is the estimated slope of the outcome/rating relationship and  is the estimated 
intercept shift at the cut-point. Hence,  is the estimated effect of assignment to treatment or intent to 
treat (ITTC). The standard error and statistical significance (p-value) of  are the standard error and 
statistical significance of the estimated ITTC.   

The bottom graph in Figure 6 indicates that the probability of treatment group members receiving 
treatment ( ) is less than one — that is, no-shows exist — and the probability of control group members 
receiving treatment ( ) is greater than zero — that is, crossovers exist. Assuming no defiers, the local 
average treatment effect at the cut-point (LATEC) can be estimated as: 

  (14) 

The standard error for  approximately equals that for divided by . The 
statistical significance (p-value) of  therefore is approximately equal to that for . 

Without stronger assumptions, it is not possible to estimate the average effect of treatment on the 
treated at the cut-point (TOTC) or the overall average treatment effect for the cut-point population 
(ATEC). 
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Functional Form 

The most serious limitation of regression discontinuity designs is their possible sensitivity to 
misspecification of the functional form for the outcome/rating relationship. For example, if the true 
functional form is highly nonlinear, a simple linear model can produce misleading results. Figure 7 
illustrates this situation. The solid curve in the figure denotes a true relationship that descends at a 
decreasing rate and passes continuously through the cut-point with no effect from the treatment. 

Dashed lines in the figure represent a simple linear regression fit to data generated by the true 
curve. Imposing a constant slope  for the treatment group and control group understates the average 
magnitude of the control-group slope and overstates the average magnitude of the treatment-group slope. 
This creates an apparent shift at the cut-point, which gives the mistaken impression of a discontinuity in 
the true function. 

There are two theoretical reasons for a nonlinear relationship between outcomes and ratings. One 
is that the relationship between mean counterfactual outcomes and ratings is nonlinear, perhaps because 
of a ceiling effect or a floor effect given the nature of the measure used; the other is that treatment effects 
vary systematically with ratings. For example, candidates with the highest ratings might experience the 
largest (or smallest) treatment effects. However, because regression discontinuity analyses are seldom if 
ever guided by theory that is powerful enough to accurately predict such nuances, choosing a functional 
form is typically an empirical task. 

The following models are often used for parametric regression discontinuity analyses. When 
estimating them, in order to locate the intercept and its shift at the cut-point, ratings should be centered on 
the cut-point (measured as deviations).14

1. Separate linear models for the treatment group and control group, 

 Covariates can be added but usually are a secondary 
consideration. 

    (15) 

2. A quadratic, cubic, or other polynomial,  

    (16) 

Separate quadratic, cubic, or other polynomials for the treatment and control groups, such as: 

    (17) 

Decisions about functional form should take into account how tightly ratings are distributed 
around the cut-point. For example, Jacob and Lefgren (2004) use a regression discontinuity analysis to 
                                                 

14In addition, centering values of the rating at the cut-point has important analytic implications for nonlinear 
regression discontinuity models, the standard errors of which can be badly distorted otherwise.    
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estimate the effect of mandatory summer school and grade retention on students in Chicago who do not 
pass an end-of-year examination. Given the tens of thousands of students tested, the authors were able to 
base their analysis on a large sample of students with test scores very near the cut-point. A simple linear 
model is likely to be adequate for situations like this, in which there is a very small interval of ratings, 
because even nonlinear functions approach linearity as the interval they span approaches zero width. If 
ratings vary widely however, nonlinearities may be more pronounced and thus more important to model. 

Nonparametric Statistical Analysis 
With economists’ revival of regression discontinuity analysis came the use of nonparametric 

statistical methods for such analyses. The two main nonparametric approaches used are kernel regression 
and local linear (or polynomial) regression. The flexibility of these methods enables them to 
accommodate many nonlinear relationships. Nevertheless, they have important limitations and should be 
viewed as “a complement to — rather than a substitute for — parametric estimation” (Lee and Lemieux, 
2009, p.4). 

The simplest form of nonparametric estimation is kernel regression. A kernel is a weighting 
function used to compute mean outcomes. These weights are nonzero within a given bin and zero outside 
of it, with a pattern within bins that depends on the type of kernel used. For example, a rectangular kernel 
weights all observations in a bin the same and an Epanechnikov kernel weights observations in a bin as an 
inverted U-shaped function of their distance from its center. Treatment effects are often estimated as the 
difference between mean outcomes for the treatment and control bins located immediately adjacent to the 
cut-point.15

Unfortunately kernel regression has poor boundary properties (Hahn, Todd, and van der Klaauw, 
2001; Fan, 1992; and Hardle and Linton, 1994), which causes it to produce biased estimates of treatment 
effects. Figure 8 illustrates this problem for a downward sloping regression function with no treatment 
effect (the solid curve). The figure focuses on two bins of equal bandwidth (h) located immediately to the 
left and right of a cut-point. Point A represents the mean outcome (in expectation) for the control bin and 
point B represents the mean outcome (in expectation) for the treatment bin. Therefore  equals the 
expected value of the estimated treatment effect. This value is positive even though treatment has no 
effect. Hence a kernel regression with bandwidth h produces a biased estimator. As the bandwidth gets 
smaller, the bias gets smaller, but that bias still can be substantial. 

 

To reduce this boundary bias it is recommended that local linear (or polynomial) regression be 
used (Hahn, Todd, and van der Klaauw, 2001; Imbens and Lemieux, 2008; and Lee and Lemieux, 2009). 
A local linear regression is estimated separately for each bin in a sample. The regression can be weighted 
(for example, using a kernel) or unweighted. For many regression discontinuity analyses, treatment 

                                                 
15This approach has many variations.  
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effects are estimated from local linear regressions for the two bins adjacent to the cut-point. Figure 8 
illustrates this situation in terms of expected values for local linear regressions in the control and 
treatment bins. The intercept for the control regression  estimates the mean cut-point outcome without 
treatment, and the intercept for the treatment regression ( ) estimates the mean cut-point outcome with 
treatment.  is therefore the expected value of the estimated treatment effect, which is nonzero 
and thus biased. However, its bias is much smaller than that for kernel regression. 

In addition to the problems that exist for parametric regression discontinuity estimation there are 
two further limitations of nonparametric regression discontinuity estimation. First is the need for very 
large samples to provide an adequate number of observations in the two bins adjacent to the cut-point. 
Second is the potential sensitivity of nonparametric regression discontinuity estimates to the choice of a 
bandwidth. Choosing a bandwidth for nonparametric estimation involves making a choice between 
introducing bias from a bandwidth that is too wide and losing precision from a bandwidth that is too 
narrow. The most widely used empirical approach for making such a tradeoff is cross-validation (Lee and 
Lemieux, 2009; Imbens and Lemieux, 2008). This approach assesses the ability of a given nonparametric 
estimator with a given bandwidth to predict outcomes for each sample observation.16 The bandwidth with 
the greatest predictive power is chosen for estimating the treatment effect.17

Validation and Robustness Tests 

 The more robust regression 
discontinuity findings are in relation to differences in bandwidth, the more confidence one can place in 
them. However, there is no foolproof way to know when bias has been reduced to an acceptable level.  

A regression discontinuity analysis, be it parametric or nonparametric, should include tests of the 
validity of the design used, the validity of the estimation model used and the robustness of the findings 
obtained (Lee and Lemieux, 2009; Imbens and Lemieux, 2008). McCrary (2008) presents a simple test of 
the validity of a regression discontinuity design that assesses whether ratings were manipulated by 
examining the pattern of density of observations. If ratings were not manipulated the density of 
observations should vary continuously with ratings at the cut-point. If ratings were manipulated there 
could be a marked increase in their density on one side of the cut-point and a marked decrease on the 
other side. A graphical version of this test would subdivide ratings into bins of constant width and plot the 
number of candidates for each. McCrary (2008) presents formal tests based on this logic. 

A discontinuity in the density of ratings at the cut-point indicates that they probably were 
manipulated. But the absence of a discontinuity does not necessarily indicate that ratings were not 
manipulated. This is because ratings could have been manipulated in a way that substitutes specific 

                                                 
16Cross-validation typically estimates a given model for a given bandwidth omitting a sample observation and 

predicting the outcome for the missing observation from the estimated model. This process is repeated for each 
observation and results are pooled across observations. 

17The optimal bandwidth for nonparametric regression discontinuity estimation may not be the same as that for 
graphical regression discontinuity analysis.  
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candidates in the control group for an equal number of specific candidates in the treatment group. Hence, 
there could be a discontinuity in candidate characteristics without a discontinuity in their density. 

The most important test of the internal validity of a regression discontinuity estimation model is 
whether the model suggests a discontinuity at the cut-point in baseline characteristics for treatment-group 
and control-group members. This test is analogous to comparing treatment-group and control-group 
baseline characteristics for a randomized trial. If randomization is executed properly, there should be few, 
if any, large or statistically significant treatment/control group baseline differences. Likewise, if a 
regression discontinuity estimation model is internally valid, there should be few, if any, large or 
statistically significant treatment/control group baseline discontinuities. The mechanics of the test are 
straightforward. Simply estimate a parametric or nonparametric model of interest using each of a series of 
baseline characteristics as its dependent variable. The coefficient for the treatment indicator in the model 
measures the discontinuity for the baseline characteristic and the statistical significance of the estimated 
coefficient indicates the significance of the discontinuity. 

There are numerous tests of the robustness of regression discontinuity findings to variations in the 
estimation procedure used, the sample included, the functional form specified (for parametric approaches) 
and/or the bandwidth chosen (for nonparametric approaches). These tests compare findings produced by 
plausible alternative approaches to see how stable they are across approaches. The more stable findings 
are, the more confident one can be that the findings are not a methodological artifact.  

For example, one might report parametric findings for alternative functional forms, 
nonparametric findings for alternative bandwidths, and/or both types of findings for samples that omit 
varying numbers of observations with the highest and lowest ratings (which is to say, for samples that 
trim outliers). The less these findings vary, the more confidence one can have in them. 

Precision of the Estimates 

Another important issue to consider when assessing the quality of a parametric or nonparametric 
regression discontinuity analysis is the precision of its estimates. The precision of estimated treatment 
effects typically is expressed as a minimum detectable effect (MDE) or minimum detectable effect size 
(MDES). A minimum detectable effect is the smallest treatment effect that a research design has an 
acceptable chance of detecting, if it exists. Minimum detectable effects are reported in natural units, such 
as scale-score points for tests, dollars for earnings or percentage points for recidivism. A minimum 
detectable effect size is a minimum detectable effect divided by the standard deviation of the outcome 
measure in the absence of treatment. It is reported in units of standard deviations.18

                                                 
18Effect sizes are used to report treatment effects in education research, psychology, and other social sciences (See, 

for example, Cohen, 1988; Rosenthal, Rosnow, and Rubin, 2000; and Grissom and Kim, 2005.)  
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A minimum detectable effect or minimum detectable effect size is typically defined as the 
smallest true treatment effect (or effect size) that has an 80 percent chance (80 percent power) of 
producing an estimated treatment effect that is statistically significant at the 0.05 level for a two-sided 
hypothesis test. This parameter is a multiple of the standard error of a treatment-effect estimator. The 
multiple depends on the number of degrees of freedom available (Bloom, 1995), but for more than about 
20 degrees of freedom its value is roughly 2.8.  

Because most parametric regression discontinuity analyses have more than 20 degrees of 
freedom, their minimum detectable effect (MDE) or minimum detectable effect size (MDES) can be 
approximated as follows:19

Minimum Detectable Effect 

 

  (18) 

or 

Minimum Detectable Effect Size 

  (16) (19) 

where: 

the proportion of variation in the outcome (Y) predicted by the rating and other covariates 
included in the regression discontinuity model, 

the proportion of variation in treatment status (T) predicted by the rating and other 
covariates included in the regression discontinuity model, 

the total number of sample members, 

the proportion of sample members in the treatment group,  

the counterfactual variance of the outcome.  

Choosing a target MDE or MDES requires considerable judgment and is beyond the scope of the 
present paper.20

                                                 
19This expression is more complex for clustered regression discontinuity designs (Schochet, 2008). The degree of 

complexity is parallel to that for clustered randomized trials. (See, for example, Bloom, 2005, and Bloom, Richburg-
Hayes, and Black, 2007). 

 To gain some perspective on this issue it is useful to compare the precision of a standard 

20Bloom et al., (2008) and Hill et al. (2008) present an analytic approach and empirical benchmarks for choosing 
minimum detectable effect sizes in education research. 
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parametric regression discontinuity design to that of a randomized trial. To make this comparison a fair 
one, assume that the two designs have the same total sample size (N), the same treatment/control group 
allocation (P vs. (1-P)), the same outcome measure (Y), and the same variance of the counterfactual 
outcome ( ). In addition, assume that the rating is the only covariate for the regression discontinuity 
design and the randomized trial. (The rating might be a pretest used to increase a trial’s precision). Hence, 
the ability of the covariate to reduce unexplained variation in the outcome  is the same for both 
designs.  

A randomized trial with the rating as a covariate would use the same regression model as a 
regression discontinuity design to estimate treatment effects (Equation 13). The minimum detectable 
effect or minimum detectable effect size of the trial therefore can be expressed by Equations 15 and 16 for 
regression discontinuity designs. The only difference between the regression discontinuity design and an 
otherwise comparable randomized trial is the value of which is zero for a randomized trial and 
nonzero for a regression discontinuity analysis. This difference reflects the difference between the 
assignment processes of the two designs. The ratio of their minimum detectable effects or minimum 
detectable effect sizes is therefore: 

     (20) 

 represents the collinearity (or correlation squared) that exists between the treatment indicator 
and rating in a regression discontinuity design.21

To compute  for a given distribution of ratings one can generate ratings (r) from a distribution 
of interest, attach the appropriate value of the treatment indictor (T) to each rating and regress T on r. 
Doing so yields an  of 0.750 for a balanced uniform distribution and 0.637 for a balanced normal 
distribution. Substituting these values into Equation 17 indicates that the minimum detectable effect or 
minimum detectable effect size for a regression discontinuity design with a balanced uniform distribution 
of ratings is twice that for an otherwise comparable randomized trial. This multiple is 1.66 for a balanced 
normal distribution of ratings.  

 This collinearity depends on how ratings are distributed 
around the cut-point (Goldberger, 1972; Bloom et al., 2005; and Schochet, 2008). Figure 9 illustrates two 
possibilities: a balanced uniform distribution and a balanced normal distribution. A uniform distribution 
would exist if ratings were expressed in rank-order without ties. A normal distribution might exist if 
ratings were scores on a test because test scores often follow a normal distribution. A balanced 
distribution is one that is centered on the cut-point, so that half of the observations are on one side and 
half are on the other side. The degree of imbalance of a distribution reflects its mix of treatment and 
comparison candidates. 

                                                 
21For a simple linear regression discontinuity model this collinearity coefficient is the R-squared of a regression of the 

treatment indicator on the rating. 
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Equation 21 provides an expression for the “sample size multiple” required for a regression 
discontinuity design to produce the same minimum detectable effect or minimum detectable effect size as 
an otherwise comparable randomized trial. 

   (21) 

This expression indicates, for example, that a regression discontinuity sample with a balanced 
uniform distribution of ratings must be ( ), or four times that for an otherwise comparable 

randomized trial. The multiple is ( ), or 2.75, for a balanced normal distribution of ratings.22

Table 1 presents collinearity coefficients and sample size multiples for several regression 
discontinuity models and distributions of ratings. The first two columns in the table are for a balanced 
uniform and normal distribution of ratings, respectively. The second two columns are for an unbalanced 
uniform and normal distribution of ratings, respectively. The unbalanced distributions have a third of the 
sample on one side of the cut-point and two-thirds on the other side. The top panel of the table reports a 
collinearity coefficient or for each situation and the bottom panel reports the corresponding sample 
size multiple for an regression discontinuity design relative to an otherwise comparable randomized trial. 
Each row in the table represents a different parametric regression discontinuity model or functional form. 
Findings in the table indicate that: 

 

1. The precision of a regression discontinuity design is much less than that of an otherwise 
comparable randomized trial. At best, a regression discontinuity sample must be 2.75 times 
that of its randomized counterpart, in order to achieve the same precision. At worst, this 
multiple could be appreciably larger. 

2. The precision of a regression discontinuity design erodes as the complexity of its estimation 
model increases. Consequently it is essential to use the simplest model possible. 
Nevertheless, in some cases complex models may be needed. If so, precision is likely to be 
limited. 

The precision of a regression discontinuity design depends on the distribution of ratings around the 
cut-point.23

Because of the enormous flexibility and variety in implementation of nonparametric statistical 
methods for regression discontinuity analyses, it is not clear how to summarize the precision of such 
methods. What is clear however, is that because they rely mainly, and often solely, on observations very 
near the cut-point (ignoring or greatly down-weighting all other observations), nonparametric methods are 
far less precise than parametric methods for a given study sample. 

 For example, a uniform distribution reduces precision to a greater degree than a normal 
distribution — especially for complex regression discontinuity models.  

                                                 
22Goldberger (1972) proved this finding for a balanced normal distribution of ratings.  
23Schochet (2008) illustrates this point.  
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Part 4 

Generalizing Regression Discontinuity Findings 

Having constructed a regression discontinuity design that identifies a treatment effect of interest 
and having developed an appropriate estimation strategy for this design, the next step is to consider the 
likely generalizability of the design’s findings. 

A Strict-Constructionist View 

One often reads that regression discontinuity findings apply only to candidates at a cut-point. This 
idea represents a strict-constructionist view, which reflects the fact that regression discontinuity designs 
identify treatment effects through the limiting properties of continuous functions at a point. Without 
further assumptions, such designs can only identify effects for candidates at the cut-point margin. These 
findings are sometimes referred to as marginal average treatment effects, or MATEs (Black, Galdo, and 
Smith, 2005; Heckman, 1997; and Bjorklund and Moffit, 1987). A marginal average treatment effect is 
the average effect of a program for candidates who would be added or dropped by marginally changing 
the program’s eligibility criterion. This parameter is relevant for decisions about expanding or contracting 
programs but not necessarily for decisions about opening or closing programs. 

A More Expansive View 

Lee (2008) provides a more expansive — and more revealing — interpretation of the population 
to which regression discontinuity findings generalize (also see Lee and Lemieux, 2009). His interpretation 
focuses on that fact that control over ratings by decision-makers and candidates is typically imprecise. 
Thus, observed ratings have a probability distribution around an expected value or true score.24

Figure 10 illustrates such distributions for a hypothetical population of three types of candidates: 
A, B, and C. Each candidate type has a distribution of potential ratings around an expected value. The top 
panel in the figure represents a situation in which control over ratings is highly imprecise. Highly 
imprecise ratings contain a lot of random error and thus vary widely around their expected values. To 
simplify the discussion, without loss of generality, assume that the shapes and variances of the three 
distributions are the same; only their expected values differ.  

 

The expected value of ratings, , is three units below the regression discontinuity cut-point for 
Type A candidates, 5 units above the cut-point for Type B candidates and 7 units above the cut-point for 
Type C candidates. Consequently, Type A candidates are the most likely to have observed ratings at the 

                                                 
24Modeling ratings by a probability distribution of potential values with an expected value or true score is consistent 

with standard practice in measurement theory. Nunnally (1967) discusses such models from the perspective of classical 
measurement theory and Brennan (2001) discusses them from the perspective of generalizability theory.    
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cut-point, Type B candidates are the next most likely and Type C candidates are the least likely. Type A 
candidates therefore comprise the largest segment of the cut-point population, Type B candidates 
comprise the next largest segment, and Type C candidates comprise the smallest segment. 

Segment sizes at the cut-point are proportional to the height of each distribution (its density) at 

the cut-point. Assume that distribution heights at the cut-point are 0.7 for Type A candidates, 0.2 for Type 

B candidates and 0.1 for Type C candidates. Type A candidates thus comprise, or 0.70, of the cut-point 

population, Type B students comprise  , or 0.20, and Type C candidates comprise  , or 

0.10. The cut-point population is thus somewhat heterogeneous in terms of expected ratings 

. To the extent that expected ratings correlate with expected counterfactual 

outcomes (  the cut-point population also is somewhat heterogeneous in 

terms of expected counterfactual outcomes.25

The bottom panel in Figure 10 illustrates a situation with more precise control over ratings, which 
implies narrower distributions of potential values. Type C candidates, whose expected rating is furthest 
from the cut-point, are extremely unlikely to have observed ratings at the cut-point. Because of this, they 
represent a very small proportion of the cut-point population. Type B candidates also represent a very 
small proportion of the cut-point population, but one that is larger than that for Type C candidates. The 
cut-point population thus is comprised almost exclusively of Type A candidates, which makes it quite 
homogeneous.  

  

Several important implications flow from Lee’s insight about the generalizability of regression 
discontinuity results. First, when ratings contain random error (which is probably most of the time), the 
population of candidates at a cut-point is not necessarily homogenous. Second, other things being equal, 
the more random error that observed ratings contain, the more heterogeneous the cut-point population will 
be, and therefore the more broadly generalizable regression discontinuity findings will be. Third, in the 
extreme, if ratings are assigned randomly, then the full range of candidate types will be assigned 
randomly above and below the cut-point. This case is equivalent to a randomized trial and the resulting 
cut-point population will comprise the full target population.  

An “Old-School” View: Extrapolation Beyond the Cut-Point 

Much of the early work on regression discontinuity analysis reflects an even more expansive 
view of the generalizability of regression discontinuity findings. This view is based on a willingness to 
extrapolate findings beyond the cut-point using parametric statistical models. 

                                                 
25The mean expected counterfactual outcome for the cut-point population is an average of the expected value for each 

type of candidate weighted by the proportion of the cut-point population each type comprises. 



25 

For example, the upper panel of Figure 11 illustrates how a simple linear regression discontinuity 
model can extrapolate (and thus generalize) estimated treatment effects. This model specifies a constant 
slope for the treatment group and control group plus an intercept shift between them at the cut-point. The 
average effect of assignment to treatment is the difference between expected outcomes for the treatment 
group (the solid line to the right of the cut-point) and an extrapolation of expected counterfactual 
outcomes for the treatment group (the dashed line to the right of the cut-point). The vertical distance 
between the two lines is the average treatment effect for each value of the rating, which is constant across 
rating values. This is because a simple linear regression discontinuity model implies that actual expected 
outcomes for treatment group members are parallel to their counterfactual outcomes.  

The lower panel in the figure illustrates how a nonlinear parametric model can extrapolate or 
generalize treatment effects to candidates with ratings that do not lie at the cut-point. This figure 
represents a separate linear model for the treatment group and the control group. Hence, it specifies a 
different slope and intercept for each group. The dashed line to the right of the cut-point extrapolates 
expected counterfactual outcomes for the treatment group. The vertical distance between expected 
outcomes and expected counterfactual outcomes for a given rating is the average treatment effect for 
candidates with that rating. As can be seen, the treatment effect in this example increases linearly with 
ratings. 

To compare average treatment effects from the two models algebraically, note that:  

Simple Linear Model 

  (22) 

  (23) 

Separate T/C Linear Models  

  (24) 

  (25) 

Equations 22 and 24 are models of how expected outcomes  vary with observed ratings (r). 
Equations 23 and 25 present the first derivatives of these models with respect to treatment (T), which 
equal the effect of treatment on average outcomes. Equation 23 indicates that the average effect of 
treatment is the same ( ) for all ratings. This is the constant vertical distance between actual and 
counterfactual expected outcomes in the top panel of Figure 11. Equation 25 indicates that the average 
effect of treatment is a linear function of ratings  This is the varying vertical distance in the 
bottom panel of Figure 11. 



26 

As the degree of technical sophistication with respect to conducting regression discontinuity 
analyses has increased over time, the willingness of researchers to make the kinds of extrapolations 
illustrated above has decreased. This in part reflects an appropriate degree of caution with respect to 
extrapolating findings beyond the center of one’s data, given the uncertainty that exists when doing so. 
Furthermore, such extrapolations involve extra uncertainty for regression discontinuity analyses, because 
the analyses depend heavily on the functional form assumed for the outcome/rating relationship. 
Nevertheless, given the potential practical importance of such extrapolations, they should be considered 
for regression discontinuity analyses and reported if the pattern upon which they are based seems clear. 
However, any such findings should be qualified in order to make others aware of the assumptions upon 
which they are based. 
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Part 5 

Future Regression Discontinuity Research 

This final section highlights some important frontiers for future regression discontinuity research. 
One frontier involves regression discontinuity analyses with multiple cut-points and/or ratings. The 
simplest example of such a situation occurs when study sites assign candidates based on separate local 
ratings and cut-points. The issues here are (1) whether to pool regression discontinuity data or findings 
across sites, (2) if so, how to do so, and (3) how to interpret pooled findings. These issues were a major 
concern for the federal Reading First Impact Study, which was based on 17 regression discontinuity 
designs plus a cluster-randomized trial (Gamse, et al., 2008). Each regression discontinuity site in that 
study established its own ratings and its own cut-points for choosing schools to participate in Reading 
First.  

Some researchers consider a situation like this to be a curse; however it is more likely to be a 
blessing. The purported curse concerns the issue of whether and how to pool across sites. Pooling the data 
across sites (especially graphically) may present some problems, but as long as the outcome measure is 
comparable across sites, there is no problem pooling their findings, much like in a standard meta-analysis.  

The blessing represented by site-specific regression discontinuity designs is their ability to 
provide findings that are more broadly generalizable than those for a single regression discontinuity 
analysis. This is because the cut-point subpopulation for each site can vary. Thus, their pooled findings 
can represent a heterogeneous population. Researchers therefore should view multisite regression 
discontinuity designs as a promising basis for measuring treatment effects.  

A more difficult situation arises when each candidate in a study is assigned to treatment based on 
more than one rating and cut-point (even for a single site). In other words, the candidate selection 
criterion is multidimensional instead of unidimensional. This process is used frequently in education 
(Weinbaum and Weiss, 2009; Cook et al., 2009; Gill et al., 2008; Jacob and Lefgren, 2004; and Robinson 
and Reardon, 2009). For example, the federal No Child Left Behind law imposes sanctions on schools 
that fail to meet one or more criteria for achieving “adequate yearly progress” (Weinbaum and Weiss, 
2009; Cook et al., 2009). In addition, some school districts require students to pass more than one test in 
order to be promoted. (See Jacob and Lefgren, 2004.)  

One way to address this problem is to focus on a single criterion and eliminate sample members 
who are assigned to treatment by any other criteria (Jacob and Lefgren, 2004). Another approach is to 
focus on a single criterion (or one at a time) and consider candidates assigned to treatment and control 
status through other criteria to be no-shows and crossovers (Robinson and Reardon, 2009). Both of these 
approaches waste information, however. Other approaches pool all existing information into a single 
analysis. At this time there is no generally accepted practice for dealing with the problem. Thus, further 
research is needed to help resolve this issue. 
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Another emerging area of regression discontinuity research involves empirical attempts to cross-
validate regression discontinuity findings with those from a linked high-quality randomized trial. The 
central question here is whether regression discontinuity estimates replicate those with unimpeachable 
validity. This question is important because the fact that regression discontinuity designs can be valid in 
theory does not guarantee that they are valid in practice. Cook, Shadish, and Wong (2008) summarize the 
three main studies that have addressed this question to date (Aiken et al., 1998; Buddelmeyer and 
Skoufias, 2002; Black, Galdo, and Smith, 2005), the results of which are mixed but encouraging. 
Gleason, Resch, and Berk (2009) describe initial steps for a similar study currently under way. Clearly 
more such research is in order to help establish a firm empirical understanding of how the validity of 
regression discontinuity analysis varies with the conditions under which it is conducted.   

Another emerging area of regression discontinuity research involves the attempt to combine 
regression discontinuity analysis with other strong quasi-experimental designs. For example, Somers et al. 
(2009) are exploring possibilities to combine regression discontinuity analysis with comparative 
interrupted time-series analysis to estimate the effects of Reading First on student outcomes for schools in 
Kentucky. Given the limited statistical precision of regression discontinuity designs, it is important to 
explore the use of existing time-series data to increase precision. Furthermore, time-series data might 
reduce the potential sensitivity of regression discontinuity analyses to the functional form upon which 
they are based.  

Yet another emerging area of future regression discontinuity research involves attempts to 
improve the quality of statistical inferences (confidence intervals and hypothesis tests) based on 
regression discontinuity analyses. This work is motivated by Lee and Card’s (2008) approach to 
accounting for uncertainty about specification error in regression discontinuity analyses. Their approach 
groups observations into clusters within the distribution of ratings, and these clusters can have a separate 
error component if the difference between a true regression discontinuity functional form and that used 
for estimation varies with the rating — that is, if specification error varies with ratings. This approach 
uses a hierarchical model to distinguish variance components for individual observations and clusters of 
observations. For large numbers of clusters, the standard errors and statistical inferences of such models 
are well understood. But for small number of clusters, these properties are more difficult to ascertain 
analytically, and they lend themselves to resampling methods such as bootstrapping.26

The preceding examples represent only a fraction of the likely future advances in regression 
discontinuity methods and their applications. As the approach is applied to more settings, it surely will be 
adapted and developed further. 

 Further work is 
needed to explore these and related issues. 

                                                 
26Wooldridge (2009) discusses bootstrapping methods for obtaining standard errors.  
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Appendix A 

How Regression Discontinuity Designs Identify Treatment 
Effects  

This appendix demonstrates how the three regression discontinuity designs described in this 
paper identify treatment effects for a population or subpopulation. The discussion assumes that control 
group members have ratings below a cut-point and treatment group members have ratings above the cut-
point. All findings apply to the reverse situation as well.  

Identifying Treatment Effects with Full Compliance to Assignment: 
Sharp Regression Discontinuity Designs 

Assume that expected counterfactual outcomes and expected treatment effects are continuous 
functions of ratings. Denote conditional expected counterfactual outcomes as  and conditional 
expected treatment effects as . The counterfactual outcome and treatment effect for candidate i is 
thus: 

   (A1) 

and 

   (A2) 

where  and  are random errors that have mean zero and are independently and identically 
distributed.  The outcome with treatment for candidate i is thus: 

  (A3) 

Using an indicator variable T which equals one for candidates who receive treatment and 
zero for candidates who do not receive treatment, Equations A1 and A2 can be combined as: 

  (A4) 

The expected value of the outcome for a given rating is thus: 

  (A5) 

For a sharp regression discontinuity the value of T(r) is zero for all ratings below the cut-point 
(for control group members) and one for all ratings at or above the cut-point (for treatment group 
members).  
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Now consider the limiting values of  and  as they approach a cut-point ( ) from below 
(for control group members) and from above (for treatment group members). Note first that for any 
function X(r) that is continuous at a point ( ) its limiting values (limits) from below and above the point 
equal its value at the point, or:   

  (A6) 

Limits of the expected outcome regression (Equation A5) from below the cut-point ( ) and 
above the cut-point ( ) are thus: 

Limit from below: 

  

     

       (A7) 

Limit from above: 

   

     

     

    (A8) 

The difference between these two limits equals the average effect of intent-to-treat at the cut-point 
(ITTC), or: 

    (A9) 

Because all subjects assigned to treatment receive treatment, the average effect of intent-to-treat 
at the cut-point equals the average effect of treatment-on-the treated at the cut-point, which in turn, equals 
the average treatment effect at the cut-point. Thus: 

  (A10) 

Identifying Treatment Effects with No-Shows: Type I Fuzzy Regression 
Discontinuity Designs 

Consider what happens to a regression discontinuity design if some subjects assigned to treatment 
do not receive it, and therefore become no-shows (Bloom, 1984). With no-shows  still equals 
the average effect of intent-to-treat at the cut-point (ITTC), but it no longer equals the average effect of 
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treatment on the treated at the cut-point (TOTC) or the average treatment effect for the full population at 
the cut-point (ATEC). Specifically: 

 

   

    (A11) 

If no-shows experience no treatment effect (because they are not exposed to treatment), the effect 
of intent-to-treat is a weighted average of zero treatment effect for no-shows and the average effect of 
treatment on participants  weighted respectively by the nonparticipation rate  and the 
participation rate  for treatment group members. (The superscript r in  denotes that it is a 
function of r). In symbols:  

  

 (A12) 

Substituting Equation A12 into Equation A11 yields: 

 

 

 

 (A13) 

where  is the average effect of treatment on participants in the treatment group at the cut-point. 
Equation A13 implies that: 

  (A14) 

Note that  is the average effect of treatment-on-the-treated at the cut-point, or the TOTC. 

Thus: 

  (A15) 

However, because not all treatment group members receive treatment, TOTC does not represent 
all members of the population at the cut-point and therefore does not equal the average treatment effect 
for the full population at the cut-point (ATEC). To identify this latter effect requires stronger assumptions.  
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Identifying Treatment Effects with No-Shows and Crossovers:  
Type II Fuzzy Regression Discontinuity Designs 

When some treatment group members do not receive treatment, indicating the presence of no-
shows and some comparison group members do receive treatment, indicating the presence of crossovers, 
the probability of treatment is less than one for treatment group members and greater than zero for control 
group members. This further dilutes the treatment contrast.  

With no-shows and crossovers  still equals the average effect of intent-to-treat at the 
cut-point (ITTC). But now:  

   (A16) 

This paper introduced the causal framework of Angrist, Imbens, and Rubin (1996), which 
specifies four conceptual subgroups that are distributed in the same proportions (in expectation) within a 
treatment group and control group: compliers, always-takers, never-takers, and defiers. If defiers do not 
exist (a plausible possibility for many situations), the treatment group and control group for a regression 
discontinuity design consists of compliers, always-takers, and never-takers in proportions ,  and 

, respectively. 

The average effect of treatment on treatment group members therefore equals the weighted mean 
of its expected effect on compliers ( ), its expected effect on always-takers ( ), and zero effect for 
never-takers, with weights equal to ,  and , respectively. The average effect of treatment on 
control group members equals a weighted mean of zero effect for compliers, the expected effect for 
always takers and zero effect for never-takers, with weights equal to ,  and , respectively. In 
symbols: 

For the treatment group: 

   

     

    (A17) 

For the control group: 

  

   (A18) 

Consequently:  
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 (A19) 

 

 

Assume that  are continuous functions of r at the cut-point. Hence they 
converge from above and below the cut-point to their value at the cut-point. Consequently the last two 
limits in Equation A19 cancel each other, leaving: 

     

    

    (A20) 

The proportion of treatment group members at the cut-point receiving treatment ( ) equals the 
proportion of compliers plus the proportion of always-takers in this group. The proportion of control 
group members at the cut-point receiving treatment ( ) equals the proportion of always-takers in this 
group. In symbols: 

   (A21) 

  (A22) 

Hence: 

  (A23) 

Substituting Equation A23 into Equation A20 yields: 

  (A24) 

which implies that: 

  (A25) 

Consequently, the average effect of treatment on compliers at the cut-point, or local average 
treatment effect at the cut-point (LATEC), is: 

     (A26) 
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Modern Regression Discontinuity Analysis 

Table 1 

Collinearity Coefficient and Sample Size Multiple for a Regression Discontinuity 
 Design Relative to an Otherwise Comparable Randomized Trial  

 
 

Regression Discontinuity Model Balanced Design 
(P = 0.5) 

Unbalanced Design 
(P = 0.33 or 0.67) 

 Uniform Rating 
Distribution 

Normal Rating 
Distribution 

Uniform Rating 
Distribution 

Normal Rating 
Distribution 

 Collinearity Coefficient ( )  
Simple linear 0.750 0.637 0.663 0.593 
Simple quadratic 0.750 0.637 0.791 0.651 
Simple cubic 0.859 0.744 0.808 0.716 
Separate treatment/control linear 0.750 0.637 0.750 0.632 
Separate treatment/control quadratic 0.889 0.802 0.828 0.743 
     
 Sample Size Multiple 
Simple linear 4.00 2.75 2.97 2.46 
Simple quadratic 4.00 2.75 4.79 2.86 
Simple cubic 7.11 3.91 5.22 3.52 
Separate treatment/control linear            4.00 2.75            4.00         2.72 
Separate treatment/control quadratic            9.00 5.04            5.80         3.89 
 
NOTES: Regression Discontinuity Models: 
       Simple linear     
       Simple quadratic       
       Simple cubic     

Separate treatment/         
   control linear    

       Separate treatment/          
          control quadratic          
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Outcome
(student scores)

Rating (student poverty)

Control Treatment

TreatmentControl

In the Presence of Treatment

In the Absence of Treatment

Modern Regression Discontinuity Analysis
Figure 1

Two Ways to Characterize Regression Discontinuity Analysis

Outcome
(student scores)

Rating (student poverty)
NOTE: Dots represent individual schools. The vertical line in the center of each graph designates a cut-point, above 
which candidates are assigned to the treatment and below which they are not assigned to the treatment. The boxes 
represent the portion of the distribution proximal enough to the cut-point to be used in a regression discontinuity 
design.

Cut-point

Cut-point
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Expected Outcome 
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Sharp Regression Discontinuity (Full Compliance)

Type I Fuzzy Regression Discontinuity (No-Shows)

Type II Fuzzy Regression Discontinuity (No-Shows and Crossovers)
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Modern Regression Discontinuity Analysis
Figure 2

Illustrative Regression Discontinuity Analyses
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Modern Regression Discontinuity Analysis
Figure 3

The Probability of Receiving Treatment As a Function of the Rating
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Modern Regression Discontinuity Analysis
Figure 4

The Angrist, Imbens, and Rubin Causal Categories (Absent Defiers)
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Modern Regression Discontinuity Analysis
Figure 5

A Graphical Regression Discontinuity Analysis
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Rating

1̂β 1̂β

0β̂

1̂β
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+
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−
T

Cut-point
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Modern Regression Discontinuity Analysis
Figure 6

A Simple Linear Regression Discontinuity Analysis

NOTE: Dots represent hypothetical outcome/rating data points.



41 

Outcome

Cut-point
Rating

1̂β

1̂β
0β̂

Control Treatment

Modern Regression Discontinuity Analysis
Figure 7

Regression Discontinuity Estimation with an Incorrect Functional Form

NOTE: The solid curve denotes a true relationship that descends at a decreasing rate. The dashed lines represent a 
simple linear regression fit to data generated by the curve
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Modern Regression Discontinuity Analysis
Figure 8

Boundary Bias from Kernel Regression Versus Local Linear Regression
(Given Zero Treatment Effect)
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Modern Regression Discontinuity Analysis
Figure 9

Alternative Distributions of Ratings
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Figure 10
How Imprecise Control Over Ratings Affects the Distribution of Counterfactual 

Outcomes at the Cut-Point of a Regression Discontinuity Design
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Figure 11

Extrapolating Regression Discontinuity Findings Beyond the Cut-Point

NOTE: Dots represent hypothetical outcome/rating data points.
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